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Introduction

This volume contains a description of the CoNLL-2012 Shared Task and the participating systems.
The CoNLL-2012 shared task was on modeling multilingual unrestricted coreference in the OntoNotes
data. This was an extension of the CoNLL-2011 shared task and involved automatic anaphoric mention
detection and coreference resolution across three languages – English, Chinese and Arabic – using the
OntoNotes 5.0 corpus, given predicted information on the syntax, proposition, word sense and named
entity layers as input. The goal was to identify anaphoric mentions – both entities and events – and
perform coreference resolution to create clusters of mentions representing the same entity or event
in the text. The English and Chinese language portion of the OntoNotes data comprises roughly one
million words per language from newswire, magazine articles, broadcast news, broadcast conversations,
web data and conversational speech. The English corpus also contains a further 200k of the English
translation of the New Testament. The Arabic portion is smaller, comprising 300k of newswire articles.
One of the challenges for the shared task participants (though they were limited by the time constraints
of the task) and also for continuing research going forward was to find effective ways to bring these
multiple layers of information to bear on the coreference task to improve upon the current state of the
art. An additional challenge for participants of this year’s shared task was to develop systems that
perform well across languages. We were happy to see many competitive systems in both English and
Chinese. The results for Arabic are encouraging as well, in spite of the smaller data set.

As is traditional with CoNLL, we had two tracks – an open and a closed track. Since world knowledge
is an important factor in coreference resolution, even in the closed task participants were allowed to
use some limited, outside sources, including WordNet and a pre-computed table predicting number and
gender information for noun phrases for the English task. This information is not available for Chinese
and for Arabic due to lack of similar resources. For the open task, as usual, participants were allowed
to use any other source of information, such as Wikipedia, gazetteers, etc., that did not violate the
evaluation criteria designed to protect the test set. A total of 17 participants submitted system outputs
and one participant withdrew because they found a bug in their system. Among the remaining 16
participants, 15 submitted system description papers. All 16 systems participated in the English task,
15 systems participated in the Chinese task and 8 systems participated in the Arabic task. There were
15 entries in the closed track and 3 in the open track. We hope that the data set of this year’s shared
task will provide a useful benchmark and spur further research in this important sub-field of language
processing.

Sameer Pradhan, Alessandro Moschitti and Nianwen Xue
Organizers of the CoNLL-2012 Shared Task
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Abstract

The CoNLL-2012 shared task involved pre-
dicting coreference in three languages – En-
glish, Chinese and Arabic – using OntoNotes
data. It was a follow-on to the English-only
task organized in 2011. Until the creation of
the OntoNotes corpus, resources in this sub-
field of language processing have tended to
be limited to noun phrase coreference, often
on a restricted set of entities, such as ACE
entities. OntoNotes provides a large-scale
corpus of general anaphoric coreference not
restricted to noun phrases or to a specified
set of entity types and covering multiple lan-
guages. OntoNotes also provides additional
layers of integrated annotation, capturing ad-
ditional shallow semantic structure. This pa-
per briefly describes the OntoNotes annota-
tion (coreference and other layers) and then
describes the parameters of the shared task
including the format, pre-processing infor-
mation, evaluation criteria, and presents and
discusses the results achieved by the partici-
pating systems. Being a task that has a com-
plex evaluation history, and multiple evala-
tion conditions, it has, in the past, been dif-
ficult to judge the improvement in new algo-
rithms over previously reported results. Hav-
ing a standard test set and evaluation pa-
rameters, all based on a resource that pro-
vides multiple integrated annotation layers
(parses, semantic roles, word senses, named
entities and coreference) that could support
joint models, should help to energize ongo-
ing research in the task of entity and event
coreference.
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Abstract

We describe a machine learning system based
on large margin structure perceptron for unre-
stricted coreference resolution that introduces
two key modeling techniques: latent corefer-
ence trees and entropy guided feature induc-
tion. The proposed latent tree modeling turns
the learning problem computationally feasi-
ble. Additionally, using an automatic feature
induction method, we are able to efficiently
build nonlinear models and, hence, achieve
high performances with a linear learning algo-
rithm. Our system is evaluated on the CoNLL-
2012 Shared Task closed track, which com-
prises three languages: Arabic, Chinese and
English. We apply the same system to all lan-
guages, except for minor adaptations on some
language dependent features, like static lists
of pronouns. Our system achieves an offi-
cial score of 58.69, the best one among all the
competitors.

1 Introduction

The CoNLL-2012 Shared Task (Pradhan et al.,
2012) is dedicated to the modeling of coreference
resolution for multiple languages. The participants
are provided with corpora for three languages: Ara-
bic, Chinese and English. These corpora are pro-
vided by the OntoNotes project and, besides accu-
rate anaphoric coreference information, contain var-
ious annotation layers such as part-of-speech (POS)
tagging, syntax parsing, named entities (NE) and se-
mantic role labeling (SRL). The shared task consists
in the automatic identification of coreferring men-

tions of entities and events, given predicted infor-
mation on other OntoNotes layers.

We propose a machine learning system for coref-
erence resolution that is based on the large margin
structure perceptron algorithm (Collins, 2002; Fer-
nandes and Milidiú, 2012). Our system learns a pre-
dictor that takes as input a set of candidate men-
tions in a document and directly outputs the clus-
ters of coreferring mentions. This predictor com-
prises an optimization problem whose objective is a
function of the clustering features. To embed clas-
sic cluster metrics in this objective function is prac-
tically infeasible since most of such metrics lead to
NP-hard optimization problems. Thus, we introduce
coreference trees in order to represent a cluster by
a directed tree over its mentions. In that way, the
prediction problem optimizes over trees instead of
clusters, which makes our approach computationally
feasible. Since coreference trees are not given in the
training data, we assume that these structures are la-
tent and use the latent structure perceptron (Fernan-
des and Brefeld, 2011; Yu and Joachims, 2009) as
the learning algorithm.

To provide high predicting power features to
our model, we use entropy guided feature induc-
tion (Fernandes and Milidiú, 2012). By using this
technique, we automatically generate several fea-
ture templates that capture coreference specific lo-
cal context knowledge. Furthermore, this feature in-
duction technique extends the structure perceptron
framework by providing an efficient general method
to build strong nonlinear classifiers.

Our system is evaluated on the CoNLL-2012
Shared Task closed track and achieves the scores
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54.22, 58.49 and 63.37 on Arabic, Chinese and En-
glish test sets, respectively. The official score – the
mean over the three languages – is 58.69, which is
the best score achieved in the shared task.

The remainder of this paper is organized as fol-
lows. In Section 2, we present our machine learning
modeling for the unrestricted coreference resolution
task. In Section 3, we present the corpus preprocess-
ing steps. The experimental findings are depicted in
Section 4 and, in Section 5, we present our final re-
marks.

2 Task Modeling

Coreference resolution consists in identifying men-
tion clusters in a document. We split this task into
two subtasks: mention detection and mention clus-
tering. For the first subtask, we apply the strategy
proposed in (dos Santos and Carvalho, 2011). The
second subtask requires a complex output. Hence,
we use a structure learning approach that has been
successfully applied to many similar structure find-
ing NLP tasks (Collins, 2002; Tsochantaridis et
al., 2005; McDonald et al., 2006; Fernandes and
Brefeld, 2011; Fernandes and Milidiú, 2012).

2.1 Mention Detection
For each text document, we generate a list of candi-
date mentions using the strategy of (dos Santos and
Carvalho, 2011). The basic idea is to use all noun
phrases, and, additionally, pronouns and named en-
tities, even if they are inside larger noun phrases. We
do not include verbs as mentions.

2.2 Mention Clustering
In the mention clustering subtask, a training in-
stance (x, y) consists of a set of mentions x from
a document and the correct coreferring clusters y.
The structure perceptron algorithm learns a predic-
tor from a given training set D = {(x, y)} of cor-
rect input-output pairs. More specifically, it learns
the weight vector w of the parameterized predictor
given by

F (x) = arg max
y′∈Y(x)

s(y′; w),

where Y(x) is the set of clusterings over mentions
x and s is a w-parameterized scoring function over
clusterings.

We use the large margin structure perceptron
(Fernandes and Milidiú, 2012) that, during training,
embeds a loss function in the prediction problem.
Hence, it uses a loss-augmented predictor given by

F `(x) = arg max
y′∈Y(x)

s(y′; w) + `(y, y′),

where ` is a non-negative loss function that mea-
sures how a candidate clustering y′ differs from the
ground truth y. The training algorithm makes in-
tense use of the predictor, hence the prediction prob-
lem must be efficiently solved. Letting s be a classic
clustering metric is infeasible, since most of such
metrics lead to NP-hard optimization problems.

2.2.1 Coreference Trees
In order to reduce the complexity of the prediction

problem, we introduce coreference trees to represent
clusters of coreferring mentions. A coreference tree
is a directed tree whose nodes are the coreferring
mentions and arcs represent some coreference rela-
tion between mentions. In Figure 1, we present a
document with seven highlighted mentions compris-
ing two clusters. One plausible coreference tree for
the cluster {a1,a2,a3,a4} is presented in Figure 2.

North Koreaa1 opened itsa2 doors to the U.S. today,
welcoming Secretary of State Madeleine Albrightb1 .
Sheb2 says herb3 visit is a good start. The U.S. remains
concerned about North Korea’sa3 missile development
program and itsa4 exports of missiles to Iran.

Figure 1: Exemplary document with seven highlighted
mentions comprising two clusters: {a1,a2,a3,a4} and
{b1,b2,b3}. The letter in the mention subscript indicates
its cluster and the number uniquely identifies the mention
within the cluster.

[North Korea]a

[its]a [North Korea's]a

[its]a

1

2 3

4

Figure 2: Coreference tree for the cluster a in Figure 1.

We are not concerned about the semantics under-
lying coreference trees, since they are just auxiliary
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structures for the clustering task. However, we ar-
gue that this concept is linguistically plausible, since
there is a dependency relation between coreferring
mentions. Observing the aforementioned example,
one may agree that mention a3 (North Korea’s) is
indeed more likely to be associated with mention a1

(North Korea) than with mention a2 (its), even con-
sidering that a2 is closer than a1 in the text.

For a given document, we have a forest of coref-
erence trees, one tree for each coreferring cluster.
However, for the sake of simplicity, we link the root
node of every coreference tree to an artificial root
node, obtaining the document tree. In Figure 3, we
depict a document tree for the text in Figure 1.

Figure 3: Document tree with two coreference trees for
the text in Figure 1. Dashed lines indicate artificial arcs.

2.2.2 Latent Structure Learning
Coreference trees are not given in the training

data. Thus, we assume that these structures are la-
tent and make use of the latent structure perceptron
(Fernandes and Brefeld, 2011; Yu and Joachims,
2009) to train our models. We decompose the origi-
nal predictor into two predictors, that is

F (x) ≡ Fy(Fh(x)),

where the latent predictor Fh(x) is defined as
arg maxh∈H(x)〈w, Φ(x, h)〉,H(x) is the set of fea-
sible document trees for x and Φ(x, h) is the joint
feature vector representation of mentions x and doc-
ument tree h. Hence, the latent predictor finds a
maximum scoring rooted tree over the given men-
tions x, where a tree score is given by a linear func-
tion over its features. Fy(h) is a straightforward

procedure that creates a cluster for each subtree con-
nected to the artificial root node in the document tree
h.

In Figure 4, we depict the proposed latent struc-
ture perceptron algorithm for the mention cluster-
ing task. Like its univariate counterpart (Rosenblatt,

w0 ← 0
t← 0
while no convergence

for each (x, y) ∈ D
h̃← arg maxh∈H(x,y)〈wt, Φ(x, h)〉
ĥ← arg maxh∈H(x)〈wt, Φ(x, h)〉+ `r(h, h̃)

wt+1 ← wt + Φ(x, h̃)−Φ(x, ĥ)

t← t + 1

w ← 1
t

∑t
i=1 wi

Figure 4: Latent structure perceptron algorithm.

1957), the structure perceptron is an online algo-
rithm that iterates through the training set. For each
training instance, it performs two major steps: (i)
a prediction for the given input using the current
model; and (ii) a model update based on the dif-
ference between the predicted and the ground truth
outputs. The latent structure perceptron performs an
additional step to predict the latent ground truth h̃
using a specialization of the latent predictor and the
current model. This algorithm learns to predict doc-
ument trees that help to solve the clustering task.
Thereafter, for an unseen document x, the predic-
tor Fh(x) and the learned model w are employed to
produce a predicted document tree h which, in turn,
is fed to Fy(h) to give the predicted clusters.

Golden coreference trees are not available. How-
ever, during training, for a given input x, we have
the golden clustering y. Thus, we predict the con-
strained document tree h̃ for the training instance
(x, y) using a specialization of the latent predictor
– the constrained latent predictor – that makes use
of y. The constrained predictor finds the maximum
scoring document tree among all rooted trees of x
that follow the correct clustering y, that is, rooted
trees that only include arcs between mentions that
are coreferent according to y, plus one arc from the
artificial node to each cluster. In that way, the con-
strained predictor optimizes over a subset H(x, y)
contained in H(x) and, moreover, it guarantees that
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Fy(h̃) = y, for any w. The constrained tree is
used as the ground truth on each iteration. There-
fore, the model update is determined by the differ-
ence between the constrained document tree and the
document tree predicted by the ordinary predictor.

The loss function measures the impurity in the
predicted document tree. In our modeling, we use a
simple loss function that just counts how many pre-
dicted edges are not present in the constrained docu-
ment tree. For the arcs from the artificial root node,
we use a different loss value. We set that through the
parameter r, which we call the root loss value.

We decompose the joint feature vector Φ(x, h)
along tree edges, that is, pairs of candidate corefer-
ring mentions. This approach is similar to previous
structure learning modelings for dependency pars-
ing (McDonald et al., 2005; Fernandes and Milidiú,
2012). Thus, the prediction problem reduces to a
maximum branching problem, which is efficiently
solved by the Chu-Liu-Edmonds algorithm (Chu and
Liu, 1965; Edmonds, 1967). We also use the aver-
aged structure perceptron as suggested by (Collins,
2002), since it provides a more robust model.

3 Data Preparation

It is necessary to perform some corpus processing
steps in order to prepare training and test data. In
this section, we detail the methodology we use to
generate coreference arcs and the features that de-
scribe them.

3.1 Coreference Arcs Generation

The input for the prediction problem is a graph
whose nodes are the mentions in a document. Ide-
ally, we could consider the complete graph for each
document, thus every mention pair would be an op-
tion for building the document tree. However, since
the total number of mentions is huge and a big por-
tion of arcs can be easily identified as incorrect, we
filter the arcs and, thus, include only candidate men-
tion pairs that are more likely to be coreferent.

We filter arcs by simply adapting the sieves
method proposed in (Lee et al., 2011). However, in
our filtering strategy, precision is not a concern and
the application order of filters is not important. The
objective here is to build a small set of candidate arcs
that shows good recall.

Given a mention pair (mi, mj), where mi appears
before mj in the text, we create a directed arc from
mi to mj if at least one of the following conditions
holds: (1) the number of mentions between mi and
mj is not greater than a given parameter; (2) mj is
an alias of mi; (3) there is a match of both mentions
strings up to their head words; (4) the head word
of mi matches the head word of mj ; (5) test shallow
discourse attributes match for both mentions; (6) mj

is a pronoun and mi has the same gender, number,
speaker and animacy of mj ; (7) mj is a pronoun and
mi is a compatible pronoun or proper name.

Sieves 2 to 7 are obtained from (Lee et al., 2011).
We only introduce sieve 1 to lift recall without using
other strongly language-dependent sieves.

3.2 Basic Features
We use a set of 70 basic features to describe each
pair of mentions (mi, mj). The feature set includes
lexical, syntactic, semantic, and positional informa-
tion. Our feature set is very similar to the one used
by (dos Santos and Carvalho, 2011). However, here
we do not use the semantic features derived from
WordNet. In the following, we briefly describe some
of these basic features.

Lexical: head word of mi/j ; String matching of
(head word of) mi and mj (y/n); Both are pro-
nouns and their strings match (y/n); Previous/Next
two words of mi/j ; Length of mi/j ; Edit distance of
head words; mi/j is a definitive NP (y/n); mi/j is a
demonstrative NP (y/n); Both are proper names and
their strings match (y/n).

Syntactic: POS tag of the mi/j head word; Previ-
ous/Next two POS tags of mi/j ; mi and mj are both
pronouns / proper names (y/n); Previous/Next pred-
icate of mi/j ; Compatible pronouns, which checks
whether two pronouns agree in number, gender and
person (y/n); NP embedding level; Number of em-
bedded NPs in mi/j .

Semantic: the result of a baseline system; sense
of the mi/j head word; Named entity type of mi/j ;
mi and mj have the same named entity; Semantic
role of mi/j for the prev/next predicate; Concatena-
tion of semantic roles of mi and mj for the same
predicate (if they are in the same sentence); Same
speaker (y/n); mj is an alias of mi (y/n).

Distance and Position: Distance between mi and
mj in sentences; Distance in number of mentions;
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Distance in number of person names (applies only
for the cases where mi and mj are both pronouns or
one of them is a person name); One mention is in
apposition to the other (y/n).

3.3 Language Specifics
Our system can be easily adapted to different lan-
guages. In our experiments, only small changes are
needed in order to train and apply the system to three
different languages. The adaptations are due to: lack
of input features for some languages; different POS
tagsets are used in the corpora; and creation of static
list of language specific pronouns.

Some input features, that are available for the En-
glish corpus, are not available in Arabic and Chinese
corpora. Namely, the Arabic corpus does not contain
NE, SRL and speaker features. Therefore, for this
language we do not derive basic features that make
use of these input features. For Chinese, we do not
use features derived from NE data, since this data is
not provided. Additionally, the Chinese corpus uses
a different POS tagset. Hence, some few mappings
are needed during the basic feature derivation stage.

The lack of input features for Arabic and Chinese
also impact the sieve-based arcs generation. For
Chinese, we do not use sieve 6, and, for Arabic, we
only use sieves 1, 3, 4 and 7. Sieve 7 is not used
for the English corpus, since it is a specialization of
sieve 6. The first sieve parameter is 4 for Arabic and
Chinese, and 8 for English.

In the arcs generation and basic feature derivation
steps, our system makes use of static lists of lan-
guage specific pronouns. In our experiments, we use
the POS tagging information and the golden coref-
erence chains to automatically extract these pronoun
lists from training corpora.

3.4 Entropy Guided Feature Induction
In order to improve the predictive power of our sys-
tem, we add complex features that are combinations
of the basic features described in the previous sec-
tion. We use feature templates to generate such com-
plex features. However, we automatically generate
templates using the entropy guided feature induction
approach (Fernandes and Milidiú, 2012; Milidiú et
al., 2008). These automatically generated templates
capture complex contextual information and are dif-
ficult to be handcrafted by humans. Furthermore,

this feature induction mechanism extends the struc-
ture perceptron framework by providing an efficient
general method to build strong nonlinear predictors.

We experiment with different template sets for
each language. The main difference between these
sets is basically the training data used to induce
them. We obtain better results when merging dif-
ferent template sets. For the English language, it is
better to use a template set of 196 templates, which
merges two different sets: (a) a set induced using
training data that contains mention pairs produced
by filters 2 to 6; and (b) another set induced using
training data that contains mention pairs produced
by all filters. For Chinese and Arabic, it is better to
use template sets induced specifically for these lan-
guages merged with the template set (a) generated
for the English language. The final set for the Chi-
nese language has 197 templates, while the final set
for Arabic has 223.

4 Empirical Results

We train our system on the corpora provided in the
CoNLL-2012 Shared Task. There are corpora avail-
able on three languages: Arabic, Chinese and En-
glish. For each language, results are reported using
three metrics: MUC, B3 and CEAFe. We also re-
port the mean of the F-scores on these three met-
rics, which gives a unique score for each language.
Additionally, the official score on the CoNLL-2012
shared task is reported, that is the mean of the scores
obtained on the three languages.

We report our system results on development and
test sets. The development results are obtained with
systems trained only on the training sets. However,
test set results are obtained by training on a larger
dataset – the one obtained by concatenating train-
ing and development sets. During training, we use
the gold standard input features, which produce bet-
ter performing models than using the provided au-
tomatic values. That is usually the case on NLP
tasks, since golden values eliminate the additional
noise introduced by automatic features. On the other
hand, during evaluation, we use the automatic values
provided in the CoNLL shared task corpora.

In Table 1, we present our system performances
on the CoNLL-2012 development sets for the three
languages. Given the size of the Arabic training cor-
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Language MUC B3 CEAFe Mean
R P F1 R P F1 R P F1

Arabic 43.00 47.87 45.30 61.41 70.38 65.59 49.42 44.19 46.66 52.52
Chinese 54.40 68.19 60.52 64.17 78.84 70.76 51.42 38.96 44.33 58.54
English 64.88 74.74 69.46 66.53 78.28 71.93 54.93 43.68 48.66 63.35

Official Score 58.14

Table 1: Results on the development sets.

Language MUC B3 CEAFe Mean
R P F1 R P F1 R P F1

Arabic 34.18 58.85 43.25 50.61 82.13 62.63 57.37 33.75 42.49 49.45
Chinese 49.17 76.03 59.72 58.16 86.33 69.50 57.56 34.38 43.05 57.42
English 62.75 77.41 69.31 63.88 81.34 71.56 57.46 41.08 47.91 62.92

Official Score 56.59

Table 2: Results on the development sets without root loss value.

Language MUC B3 CEAFe Mean
R P F1 R P F1 R P F1

Arabic 43.63 49.69 46.46 62.70 72.19 67.11 52.49 46.09 49.08 54.22
Chinese 52.69 70.58 60.34 62.99 80.57 70.70 53.75 37.88 44.44 58.49
English 65.83 75.91 70.51 65.79 77.69 71.24 55.00 43.17 48.37 63.37

Official Score 58.69

Table 3: Official results on the test sets.

Language Parse / Mentions MUC B3 CEAFe Mean
R P F1 R P F1 R P F1

Arabic

Auto / GB 45.18 47.39 46.26 64.56 69.44 66.91 49.73 47.39 48.53 53.90
Auto / GM 57.25 76.48 65.48 60.27 79.81 68.68 72.61 46.00 56.32 63.49

Golden / Auto 46.38 51.78 48.93 63.53 72.37 67.66 52.57 46.88 49.56 55.38
Golden / GB 46.38 51.78 48.93 63.53 72.37 67.66 52.57 46.88 49.56 55.38
Golden / GM 56.89 76.27 65.17 60.07 80.02 68.62 72.24 45.58 55.90 63.23

Chinese

Auto / GB 58.76 71.46 64.49 66.62 79.88 72.65 54.09 42.02 47.29 61.48
Auto / GM 61.64 90.81 73.43 63.55 89.43 74.30 72.78 39.68 51.36 66.36

Golden / Auto 59.35 74.49 66.07 66.31 81.43 73.10 55.97 41.50 47.66 62.28
Golden / GB 59.35 74.49 66.07 66.31 81.43 73.10 55.97 41.50 47.66 62.28
Golden / GM 61.70 91.45 73.69 63.57 89.76 74.43 72.84 39.49 51.21 66.44

English

Auto / GB 64.92 77.53 70.67 64.25 78.95 70.85 56.48 41.69 47.97 63.16
Auto / GM 70.69 91.21 79.65 65.46 85.61 74.19 74.71 42.55 54.22 69.35

Golden / Auto 67.73 77.25 72.18 66.42 78.01 71.75 56.16 44.51 49.66 64.53
Golden / GB 65.65 78.26 71.40 64.36 79.09 70.97 57.36 42.23 48.65 63.67
Golden / GM 71.18 91.24 79.97 65.81 85.51 74.38 74.93 43.09 54.72 69.69

Table 4: Supplementary results on the test sets alternating parse quality and mention candidates. Parse quality can be
automatic or golden; and mention candidates can be automatically identified (Auto), golden mention boundaries (GB)
or golden mentions (GM).

pus and the feature limitations for Arabic and Chi-
nese, the performance variations among the three
languages are no more than expected. One impor-
tant parameter that we introduce in this work is the
root loss value, a different loss function value on arcs
from the artificial root node. The effect of this pa-
rameter is to diminish the creation of clusters, thus

stimulating bigger clusters and adjusting the balance
between precision and recall. Using the develop-
ment sets for tuning, we set the value of the root loss
value parameter to 6, 2 and 1.5 for Arabic, Chinese
and English, respectively. In Table 2, we present our
system performances on the development sets when
we set this parameter to 1 for all languages, that is
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equivalent to not use this parameter at all. We can
observe, by comparing these results with the ones
in Table 1, that this parameter really causes a better
balancing between precision and recall, and conse-
quently increases the F1 scores. Its effect is accen-
tuated on Arabic and Chinese, since the unbalancing
issue is worse on these languages.

The official results on the test sets are depicted
in Table 3. For Chinese and English, these perfor-
mances are virtually identical to the performances
on the development sets. On the other hand, the offi-
cial performance for the Arabic language is signifi-
cantly higher than the development set performance.
This difference is likely due to the fact that the Ara-
bic training set is much smaller than the Chinese and
English counterparts. Thus, by including the devel-
opment set in the training of the final Arabic system,
we significantly improve the official performance.

We report in Table 4 the supplementary results
provided by the shared task organizers on the test
sets. These additional experiments investigate two
key aspects of any coreference resolution system:
the parse feature and the mention candidates that
are given to the clustering procedure. We alter-
nate the parse feature between the official automatic
parse and the golden parse from OntoNotes. Re-
garding mention candidates, we use three differ-
ent strategies: automatic mentions (Auto, in Ta-
ble 4), golden mention boundaries (GB) and golden
mentions (GM). Automatic mentions are completely
detected by our system, as described in Section
2.1. Golden mention boundaries comprise all noun
phrases in the golden parse tree, even when the au-
tomatic parse is used as input feature. Golden men-
tions are all non-singleton mentions, i.e., all men-
tions that take part in some entity cluster. It is im-
portant to notice that golden mention information is
much stronger than golden boundaries.

By observing Table 4, it is clear that the most ben-
eficial information is golden mentions (compare the
Auto/GM results in Table 4 with the results in Table
3). The mean F-score over all languages when us-
ing golden mentions is almost 8 points higher than
the official score. These results are not surprising
since to identify non-singleton mentions greatly re-
duces the final task complexity. Golden mention
boundaries (Auto/GB) increase the mean F-score for
Chinese by almost 3 points. Conversely, for the

other two languages, the results are decreased when
this information is given. This is probably due to
parameter tuning, since any additional information
potentially changes the learning problem and, nev-
ertheless, we use exactly the same three models –
one per language – to produce all the results on Ta-
bles 3 and 4. One can observe, for instance, that
the recall/precision balance greatly varies among the
different configurations in these experiments. The
golden parse feature (Golden/Auto) causes big im-
provements on the mean F-scores for all languages,
specially for Chinese.

5 Conclusion

In this paper, we describe a machine learning system
based on large margin latent structure perceptron for
unrestricted coreference resolution. We introduce
two modeling approaches that have direct impact
on the final system performance: latent coreference
trees and entropy guided feature induction.

According to our experiments, latent coreference
trees are powerful enough to model the complex-
ity of coreference structures in a document, while
turning the learning problem computationally feasi-
ble. Our empirical findings also show that entropy
guided feature induction enables learning of effec-
tive nonlinear classifiers.

Our system is evaluated on the CoNLL-2012
Shared Task closed track, which consists on model-
ing coreference resolution for three languages: Ara-
bic, Chinese and English. In order to cope with this
multi-language task, our system needs only minor
adaptations on some language dependent features.

As future work, we plan to include second order
features and cluster sensitive features.
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Abstract

This paper describes our contribution to the
CoNLL 2012 Shared Task.1 We present a
novel decoding algorithm for coreference res-
olution which is combined with a standard
pair-wise coreference resolver in a stacking
approach. The stacked decoders are evaluated
on the three languages of the Shared Task. We
obtain an official overall score of 58.25 which
is the second highest in the Shared Task.

1 Introduction

In this paper we present our contribution to the
CoNLL 2012 Shared Task (Pradhan et al., 2012).
We follow the standard architecture where mentions
are extracted in the first step, then they are clustered
using a pair-wise classifier (see e.g., (Ng, 2010)).
For English, the set of extracted mentions is filtered
by removing non-referential occurrences of certain
pronouns. Our coreference resolver at its core re-
lies on a pair-wise classifier. To overcome the prob-
lems associated with the isolated pair-wise deci-
sions, we devised a novel decoding algorithm which
compares a mention to partially built clusters. For
our Shared Task contribution we combined this al-
gorithm with conventional pair-wise decoding algo-
rithms in a stacking approach.

In the Shared Task evaluation, our system re-
ceived an overall official score of 58.25, which is
the second highest among the sixteen participants.2

1The system is available for download on http://www.
ims.uni-stuttgart.de/˜anders/

2The overall score is the average of MUC, B3, and CEAFE,
averaged over all three languages

2 Mention Extraction

Since all mentions are not annotated in Shared Task
data, but only mentions that take part in coreference
chains, training a general-purpose anaphoricity clas-
sifier is non-trivial. We thus implemented a high-
recall, low-precision mention extraction module that
allows the coreference resolver to see most of the
possible mentions, but has to learn to sort out the
non-referential mentions.

The mention extraction module relies mainly on
the syntactic parse tree, but also on named entities
(which were only provided for English in the pre-
dicted versions of the Shared Task data).

Since the part-of-speech tags vary a bit across the
languages, so do our extraction rules: For Arabic,
we extract all NP’s, and all terminals with part-of-
speech tags PRP and PRP$; for Chinese, we extract
all NP’s, and all terminals with part-of-speech tags
PN and NR; for English, we extract all NP’s, all ter-
minals with part-of-speech tags PRP and PRP$, and
all named entities.

Early experiments indicated that the English
coreference resolver frequently makes mistakes re-
lated to non-referential instances of the pronouns it
(often referred to as expletive or pleonastic in the lit-
erature), we, and you (generic mentions, which are
not annotated according to the OntoNotes annota-
tion guidelines). To address this issue, we developed
a referential/non-referential mention classifier in
order to identify these mentions. The classifier acts
as a filter after the mention extraction module and
removes clear cases of non-referential mentions.

Our basic assumption was that when these pro-
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th = 0.5 th = 0.95

Precision Recall F1 Precision Recall F1 # occurrences
it 75.41 61.92 68 86.78 38.65 53.48 10,307
we 65.93 41.61 51.02 75.41 24.20 36.64 5,323
you 79.10 74.26 76.60 88.36 51.59 65.15 11,297
Average 75.73 63.05 68.81 86.17 41.04 55.60 26,927

Table 1: Performance of the non-referential classifier used for English. Precision, recall, and F-measure are broken
down by pronoun (top three rows), and the micro-average over all three (bottom row). The left side uses a probability
threshold of 0.5, and the right one a threshold of 0.95. The last column denotes the number of occurrences of the
corresponding token. All numbers are computed on the development set.

nouns do not participate in any coreference chain,
they are examples of non-referential mentions.
Based on this assumption, we extracted referential
and non-referential examples from the training set
and trained binary MaxEnt classifiers using the Mal-
let toolkit (McCallum, 2002).

Since the mentions filtered by these classifiers
are permanently removed, they are never presented
as potential mentions to the coreference resolver.
Hence, we aim for a classifier that yields few false
positives (i.e., mentions classified as non-referential
although they were not). False negatives, on the
other hand, may be passed on to the resolver, which,
ideally, does not assign them to a cluster. The pre-
cision/recall tradeoff can easily be controlled by ad-
justing the threshold of the posterior probability of
these classifiers, requiring a very high probability
that a mention is non-referential. Preliminary ex-
periments indicated that a threshold of 0.95 worked
best when the coreference resolver was trained and
evaluated on these filtered mentions.

We also found that the target pronouns should be
handled separately, i.e., instead of training one sin-
gle classifier we trained independent classifiers for
each of the target pronouns. The individual per-
formance of the classifiers, as well as the micro-
average over all three pronouns are shown in Ta-
ble 1, both using the default probability threshold
of 0.5, and the higher 0.95. In the final, fine-tuned
English coreference system, we found that the use
of the classifiers with the higher threshold improved
in all coreference metrics, and gave an increase of
about 0.5 in the official CoNLL score.

The feature set used by the classifiers describes
the (in-sentence) context of the pronoun. It consists
of the uni-, bi-, and trigrams of word forms and POS
tags in a window of ±5; the position inside the sen-

tence; the preceding and following verb and adjec-
tive; the distance to the following named entity; the
genre of the document; and whether the mention is
between quotes. For English, we additionally ex-
tended this general feature set by re-implementing
the features of Boyd et al. (2005).

We investigated similar classifiers for Arabic and
Chinese as well. We selected targets based on the
frequency statistics of tokens being referential and
non-referential on the training set and used the gen-
eral feature set described above. However, these
classifiers did not contribute to the more complex
coreference system, hence the non-referential clas-
sifiers are included only in the English system.

3 Training Instance generation

To generate training instances for the pair-wise clas-
sifier, we employed the approach described by Soon
et al. (2001). In this approach, for every extracted
anaphoric mention mj , we create a positive train-
ing instance with its closest preceding antecedent
mi: P = {(mi, mj)}. Negative examples are con-
structed by considering all the pairs of mj and the
(non-coreferent) mentions mk between mi and mj :
N = {(mk, mj)|i < k < j}. We extract the train-
ing examples on the version of the training set that
uses predicted information, and restrict the mentions
considered to the ones extracted by our mention ex-
traction module. Using these training examples, we
train a linear logistic regression classifier using the
LIBLINEAR package (Fan et al., 2008).

To create training examples for the English clas-
sifier, which uses the non-referential classifier for
pronouns, we made a 10-fold cross-annotation on
the training set with this classifier. I.e., the docu-
ments were partitioned into 10 sets D1, D2, ..., D10,
and when extracting training examples for docu-
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ments in Dp, the non-referential classifier trained on
Dt

p =
⋃
i 6=p

Di was applied.

4 Decoding

We implemented several decoding algorithms for
our resolver. The two most common decoding al-
gorithms often found in literature are the so-called
BestFirst (henceforth BF) and ClosestFirst (CF) al-
gorithms (Ng, 2010). Both work in a similar man-
ner and consider mentions linearly ordered as they
occur in the document. They proceed left-to-right
and for every mention mj , they consider all pairs
(mi, mj), where mi precedes mj , and queries the
classifier whether they are coreferent or not. The
main difference between the two algorithms is that
the CF algorithm selects the closest preceding men-
tion deemed coreferent with mj by the classifier,
while the BF algorithm selects the most probable
preceding mention. Most probable is determined
by some sort of confidence measure of how likely
two mentions are to corefer according to the classi-
fier. For both algorithms, the threshold can also be
tuned separately, e.g., requiring a probability larger
than a certain threshold thcoref in order to establish
a link between two mentions. Since the logistic clas-
sifiers we use directly model a probability distribu-
tion, we simply use the posterior probability of the
coref class as our confidence score.

Following Björkelund and Nugues (2011) we also
implemented a decoder that works differently de-
pending on whether mj is a pronoun or not. Specifi-
cally, for pronouns, the CF algorithm is used, other-
wise the BF algorithm is used. In the remainder, we
shall refer to this decoder as PronounsClosestFirst,
or simply PCF.

4.1 Disallowing transitive nesting

A specific kind of mistake we frequently saw in our
output is that two clearly disreferent nested mentions
are put in the same cluster. Although nestedness
can be used as a feature for the classifier, and this
appeared to improve performance, two nested men-
tions can still be put into the same cluster because
they are both classified as coreferent with a different,
preceding mention. The end result is that the two
nested mentions are inadvertently clustered through
transitivity.

For example, consider the two occurrences of the
phrase her mother in (1) below. The spans in the ex-
ample are labeled alphabetically according to their
linear order in the document.3 Before the resolver
considers the last mention d, it has already success-
fully placed (a, c) in the same cluster. The first pair
involving d is (c, d), which is correctly classified as
disreferent (here, the feature set informs the classi-
fier that (c, d) are nested). However, the pair (a, d)
is easily classified as coreferent since the head noun
of a agrees in gender and number with d (and they
are not nested).

A different problem is related to named entities
in possessive constructions. Consider (2), where our
mention extractor extracted e, because it was an NP,
and f , because it was tagged as a GPE by the named
entity recognizer. Again, the pair (e, f) is correctly
classified as disreferent, but both e and f are likely
to be classified as coreferent with preceding men-
tions of Taiwan, since our string matching feature
ignores possessive markers.

(1) ... she seemed to have such a good relation-
ship with [[her]b mother]a. Like [[her]d mother]c
treated her like a human being ...

(2) [[Taiwan]f ’s]e

To circumvent this problem, we let the decoders
build the clusters incrementally as they work their
way through a document and disallow this type of
transitive nesting. For instance, when the decoder is
trying to find an antecedent for d in (1), a and c have
already been clustered together, and when the pair
(c, d) is classified as disreferent, the decoder is con-
strained to skip over other members of c’s cluster as
it moves backwards in the document. This modifi-
cation gave an increase of about 0.6 in the CoNLL
score for English, and about 0.4 for Arabic and Chi-
nese, and we used this constraint whenever we use
the above-mentioned decoders.

4.2 A Cluster-Mention Decoding Algorithm

The pair-wise classifier architecture has, justifiably,
received much criticism as it makes decisions based
on single pairs of mentions only. We therefore de-

3We impose a total order on the mentions by sorting them
by starting point. For multiple mentions with the same starting
point, the longer is considered to precede the shorter.
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vised a decoding algorithm that has a better perspec-
tive on entire clusters.

The algorithm works by incrementally merging
clusters as mentions are processed. Initially, every
mention forms its own cluster. When the next men-
tion mj is processed, it is compared to all the pre-
ceding mentions, M = {mi|i < j}. The score of
linking mj with mi is defined according to:

score(mi, mj) = (
∏

mc∈C

P (coref |(mc, mj)))1/|C|

where P (coref |(mi, mj)) is the posterior probabil-
ity that mi and mj are coreferent according to the
pair-wise classifier, and C denotes the cluster that
mi belongs to.

After considering all preceding mentions, the
cluster of mj is merged with the cluster of the men-
tion with which it had the highest score, assuming
this score is higher than a given threshold thcoref .
Otherwise it remains in its own cluster.

The task of the score function is to capture
cluster-level information. When mj is compared to
a mention mi, the score is computed as the geo-
metric mean of the product of the probabilities of
linking mj to all mentions in the cluster that mi

belongs to. Also note that for two preceding men-
tions mi1 and mi2 that already belong to the same
cluster, score(mi1 , mj) = score(mi2 , mj). I.e., the
score is the same when mj is compared to all men-
tions belonging to the same cluster. Since this algo-
rithm works by maximizing the average probability
for linking a mention, we dub this algorithm Aver-
ageMaxProb, or AMP for short.

It should also be noted that other definitions
of the cluster score function score are conceiv-
able.4 However, initial experiments with other clus-
ter score functions performed worse than the defi-
nition above, and time prevented us from exploring
this conclusively.

Contrary to the pair-wise decoding algorithms
where pair-wise decisions are made in isolation, the
order in which mentions are processed make a dif-
ference to the AMP decoder. It is generally ac-
cepted that named entities are more informative and

4In the extreme case, one could take the maximum of the
link probabilities over the mentions that belong to the cluster
C, in which case the algorithm collapses into the BF algorithm.

easier to resolve than common noun phrases and
pronouns. To leverage this, we follow Sapena et
al. (2010) who reorder mentions based on mention
type. Specifically, we first process proper noun
phrases, then common noun phrases, and finally pro-
nouns. This implies that common noun phrases
have to have a reasonable agreement not only with
preceding proper noun phrases of a cluster, but all
proper noun phrases in a document (where reason-
able means that the geometric average of all poste-
rior probabilities stay reasonably high). Similarly,
pronouns are forced agree reasonably with all proper
and common nouns phrases in a given cluster, and
not only the preceding ones. Early experiments
showed an increase in performance using reorder-
ing, and we consequently used reordering for all lan-
guages in the experiments.

5 Features

An advantage of the pair-wise model and of the lin-
ear classifiers we use is that they can easily accom-
modate very large feature spaces, while still remain-
ing reasonably fast. We exploited this by building a
large number of parametrized feature templates, that
allowed us to experiment easily and quickly with
different feature sets. Additionally, since our clas-
sifiers are linear, we also evaluated a large number
of feature conjunctions, which proved to be crucial
to gain reasonable performance.

Due to space restrictions we can not list the com-
plete set of features used in this paper but mention
briefly what type of features we used. Most of them
are taken from previous work on coreference reso-
lution (Soon et al., 2001; Luo and Zitouni, 2005;
Sapena et al., 2010; Björkelund and Nugues, 2011).
For a complete list of features the reader can refer
to the download of the resolver, which includes the
feature sets and parameters used for every language.

One set of feature templates we use is based on
surface forms and part-of-speech tags of the first and
last, previous and following, and head tokens of the
spans that make up mentions. Another set of tem-
plates are based on the syntax trees, including both
subcategorization frames as well as paths in the syn-
tax tree. To extract head words of mentions, we
used the head percolation rules of Choi and Palmer
(2010) for Arabic and English, and those of Zhang
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and Clark (2011) for Chinese.
While Chinese and English display no or rela-

tively small variety in morphological inflection, Ara-
bic has a very complex morphology. This means
that Arabic suffers from greater data sparseness with
respect to lexical features. This is exaggerated by
the fact that the Arabic training set is considerably
smaller than the Chinese and English ones. Hence,
we used the lemmas and unvocalised Buckwalter
forms that were provided in the Arabic dataset.

We also tried to extract number and gender in-
formation based on affixes of Arabic surface forms.
These features did, however, not help much. We
did however see a considerable increase in perfor-
mance when we added features that correspond to
the Shortest Edit Script (Myers, 1986) between sur-
face forms and unvocalised Buckwalter forms, re-
spectively. We believe that edit scripts are better at
capturing the differences in gender and number sig-
naled by certain morphemes than our hand-crafted
rules.

6 Resolver Stacking

In Table 2 we present a comparison of the BF, PCF,
and AMP resolvers. We omit the results of the CF
decoder, since it always did worse and the corre-
sponding numbers would not add more to the pic-
ture. The table shows F-measures of mention de-
tection (MD), the MUC metric, the B3 metric, and
the entity-based CEAF metric. The CoNLL score,
which is computed as the arithmetic mean of MUC,
B3, and CEAFE, is shown in the last row.

Comparing the AMP decoder to the pair-wise de-
coders, we find that it generally – i.e., with respect
to the CoNLL average – performs worse though it
always obtains higher scores with the CEAFE met-
ric. When we looked at the precision and recall for
mention detection, we also found that the AMP de-
coder suffers from lower recall, but higher precision.
This led us to conclude that this decoder is more con-
servative in terms of clustering mentions, and builds
smaller, but more consistent clusters. We could also
verify this when we computed average cluster sizes
on the output of the different decoders.

In order to combine the strengths of the AMP
decoder and the pair-wise decoders we employed
stacking, i.e., we feed the output of one resolver

Arabic BF PCF AMP Stacked
MD 58.63 58.49 58.21 60.51
MUC 45.8 45.4 43.2 46.66
B3 66.65 66.56 66.39 66.3
CEAFE 41.52 41.58 43.1 42.57
CoNLL 51.32 51.18 50.9 51.84
Chinese BF PCF AMP Stacked
MD 67.22 67.19 66.79 67.61
MUC 59.58 59.43 57.23 59.84
B3 72.9 72.82 72.7 73.35
CEAFE 46.99 46.98 48.25 47.7
CoNLL 59.82 59.74 59.39 60.30
English BF PCF AMP Stacked
MD 74.33 74.42 73.75 74.96
MUC 66.76 66.93 62.74 67.12
B3 70.96 71.11 68.05 71.18
CEAFE 45.46 45.83 46.49 46.84
CoNLL 61.06 61.29 59.09 61.71

Table 2: Performance of different decoders on the devel-
opment set for each language. The configuration of the
Stacked systems is described in detail in Section 7.

as input to a second. The second resolver is in-
formed about the decision of the first one by intro-
ducing an additional feature that encodes the deci-
sion of the first resolver. This feature can take five
values, depending on how the first resolver treated
the two mentions in question: NEITHER, when none
of the mentions were placed in a cluster; IONLY,
when only the first (antecedent) mention was placed
in a cluster; JONLY, when only the second (anaphor)
mention was placed in a cluster; COREF, when both
mentions were placed in the same cluster; and DIS-
REF, when both mentions were clustered, but in dif-
ferent clusters.

In addition to the stacking feature, the second re-
solver uses the exact same feature set as the first re-
solver. To generate the information for the stack fea-
ture for training, we made a 10-fold cross-annotation
on the training set, in the same way that we cross-
annotated the non-referential classifier for English.

In early stacking experiments, we experimented
with several combinations of the different decoders.
We found that stacking different pair-wise decoders
did not give any improvement. We believe the rea-
son for this is that these decoders are too similar and
hence can not really benefit from each other. How-
ever, when we used the AMP decoder as the first

53



step, and a pair-wise decoder as the second, we saw
an increase in performance, particularly with respect
to the CEAFE metric.

7 Feature and Parameter Tuning

For every language we tuned decoder parameters
and feature sets individually. The feature sets were
tuned semi-automatically by evaluating the addition
of a new feature template (or template conjunction)
to a baseline set. Ideally, we would add feature
templates to the baseline set incrementally one at a
time, following a cross-validation on the training set.
However, to reduce computational effort and time
consumption, we resorted to doing only one or two
folds out of a 4-fold cross-validation, and adding the
two to three most contributing templates in every it-
eration to the baseline set. The feature sets were op-
timized to maximize the official CoNLL score using
the standard BF decoder.

For the final submission we tuned the thresholds
for each decoder, and the choice of pair-wise de-
coder to use as the second decoder for each lan-
guage. Modifying the threshold of the AMP decoder
gave very small differences in overall score and we
kept the threshold for this decoder at 0.5. How-
ever, when we increased the probability threshold
for the second resolver, we found that performance
increased across all languages.

The choice of decoder for the second resolver, and
the probability threshold for this, was determined by
a 4-fold cross-validation on the training set. For our
final submission, as well as in the column Stacked
in Table 2, we used the following combinations: For
Arabic, the threshold was set to 0.60, and the PCF
decoder was used; for Chinese, the threshold was set
to 0.65, and the BF decoder was used; for English,
the threshold was set to 0.65, and the PCF decoder
was used.

8 Official Results

The final scores of our system are presented in Ta-
ble 3. The table also includes the results on the sup-
plementary tracks: gold mention boundaries (GB),
when the perfect boundaries of mentions were given;
and gold mentions (GM), when only the mentions in
the gold standard were given (with gold boundaries).
For all three settings we used the same model, which

Arabic PM GB GM
MD 60.55 60.61 76.43
MUC 47.82 47.90 60.81
B3 68.54 68.61 67.29
CEAFE 44.3 44 49.32
CoNLL 53.55 53.50 59.14
Chinese PM GB GM
MD 66.37 71.02 83.47
MUC 58.61 63.56 76.85
B3 73.10 74.52 76.30
CEAFE 48.19 50.20 56.61
CoNLL 59.97 62.76 69.92
English PM GB GM
MD 75.38 75.3 86.16
MUC 67.58 67.29 78.70
B3 70.26 69.70 72.67
CEAFE 45.87 45.27 53.23
CoNLL 61.24 60.75 68.20

Table 3: Performance on the shared task test set. Us-
ing predicted mentions (PM; i.e., the official evalua-
tion), gold mentions boundaries (GB), and gold mentions
(GM).

was trained on the concatenation of the training and
the development sets.

Compared to the results on the development set
(cf. Table 2), we see a slight drop for Chinese and
English, but a fairly big increase for Arabic. Given
that Chinese and English have the biggest training
sets, we speculate that the increase in Arabic might
stem from the increased lexical coverage provided
by training on both the training and the development
sets.

9 Conclusion

We have presented a novel cluster-based coreference
resolution algorithm. This algorithm was combined
with conventional pair-wise resolution algorithms in
a stacking approach. We applied our system to all
three languages in the Shared Task, and obtained an
official overall final score of 58.25 which was the
second highest in the Shared Task.
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Abstract

We describe our system for the CoNLL-2012
shared task, which seeks to model corefer-
ence in OntoNotes for English, Chinese, and
Arabic. We adopt a hybrid approach to
coreference resolution, which combines the
strengths of rule-based methods and learning-
based methods. Our official combined score
over all three languages is 56.35. In particu-
lar, our score on the Chinese test set is the best
among the participating teams.

1 Introduction

TheCoNLL-2012 shared task extends last year's task
on coreference resolution from a monolingual to a
multilingual setting (Pradhan et al., 2012). Unlike
the SemEval-2010 shared task on Coreference Reso-
lution inMultiple Languages (Recasens et al., 2010),
which focuses on coreference resolution in European
languages, the CoNLL shared task is arguably more
challenging: it focuses on three languages that come
from very different language families, namely En-
glish, Chinese, and Arabic.
We designed a system for resolving references in

all three languages. Specifically, we participated
in four tracks: the closed track for all three lan-
guages, and the open track for Chinese. In compari-
son to last year's participating systems, our resolver
has two distinguishing characteristics. First, unlike
last year's resolvers, which adopted either a rule-
based method or a learning-based method, we adopt
a hybrid approach to coreference resolution, attempt-
ing to combine the strengths of both methods. Sec-
ond, while last year's resolvers did not exploit genre-

specific information, we optimize our system's pa-
rameters with respect to each genre.
Our decision to adopt a hybrid approach is mo-

tivated by the observation that rule-based meth-
ods and learning-based methods each have their
unique strengths. As shown by the Stanford coref-
erence resolver (Lee et al., 2011), the winner of
last year's shared task, many coreference relations in
OntoNotes can be identified using a fairly small set
of simple hand-crafted rules. On the other hand, our
prior work on machine learning for coreference res-
olution suggests that coreference-annotated data can
be profitably exploited to (1) induce lexical features
(Rahman and Ng, 2011a, 2011b) and (2) optimize
system parameters with respect to the desired coref-
erence evaluation measure (Ng, 2004, 2009).
Our system employs a fairly standard architecture,

performing mention detection prior to coreference
resolution. As we will see, however, the parameters
of these two components are optimized jointly with
respect to the desired evaluation measure.
In the rest of this paper, we describe the men-

tion detection component (Section 2) and the coref-
erence resolution component (Section 3), show how
their parameters are jointly optimized (Section 4),
and present evaluation results on the development set
and the official test set (Section 5).

2 Mention Detection

To build a mention detector that strikes a relatively
good balance between precision and recall, we em-
ploy a two-step approach. First, in the extrac-
tion step, we identify named entities (NEs) and em-
ploy language-specific heuristics to extract mentions
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from syntactic parse trees, aiming to increase our up-
per bound on recall as much as possible. Then, in
the pruning step, we aim to improve precision by
employing both language-specific heuristic pruning
and language-independent learning-based pruning.
Section 2.1 describes the language-specific heuris-
tics for extraction and pruning, and Section 2.2 de-
scribes our learning-based pruning method.

2.1 Heuristic Extraction and Pruning
English. During extraction, we create a candidate
mention from a contiguous text span s if (1) s is a
PRP or an NP in a syntactic parse tree; or (2) s cor-
responds to a NE that is not a PERCENT, MONEY,
QUANTITY or CARDINAL. During pruning, we
remove a candidate mention mk if (1) mk is embed-
ded within a larger mentionmj such thatmj andmk

have the same head, where the head of a mention is
detected using Collins's (1999) rules; (2) mk has a
quantifier or a partitive modifier; or (3) mk is a sin-
gular common NP, with the exception that we retain
mentions related to time (e.g., "today").
Chinese. Similar to English mention extraction,
we create Chinese mentions from all NP and QP
nodes in syntactic parse trees. During pruning, we
remove a candidate mention mk if (1) mk is embed-
ded within a larger mentionmj such thatmj andmk

have the same head, except if mj and mk appear
in a newswire document since, unlike other docu-
ment annotations, Chinese newswire document an-
notations do consider such pairs coreferent; (2) mk

is a NE that is a PERCENT, MONEY, QUANTITY
and CARDINAL; or (3) mk is an interrogative pro-
noun such as "什么 [what]", "哪儿 [where]".
Arabic. We employ as candidate mentions all the
NPs extracted from syntactic parse trees, removing
those that are PERCENT, MONEY, QUANTITY or
CARDINAL.

2.2 Learning-Based Pruning
While the heuristic pruning method identifies can-
didate mentions, it cannot determine which candi-
date mentions are likely to be coreferent. To improve
pruning (and hence the precision of mention detec-
tion), we employ learning-based pruning, where we
employ the training data to identify and subsequently
discard those candidate mentions that are not likely
to be coreferent with other mentions.

Language Recall Precision F-Score
English 88.59 40.56 55.64
Chinese 85.74 42.52 56.85
Arabic 81.49 21.29 33.76

Table 1: Mention detection results on the development set
obtained prior to coreference resolution.

Specifically, for each mention mk in the test set
that survives heuristic pruning, we compute its men-
tion coreference probability, which indicates the
likelihood that the head noun of mk is coreferent
with another mention. If this probability does not
exceed a certain threshold tC , we will remove mk

from the list of candidate mentions. Section 4 dis-
cusses how tC is jointly learned with the parameters
of the coreference resolution component to optimize
the coreference evaluation measure.
We estimate the mention coreference probability

ofmk from the training data. Specifically, since only
non-singleton mentions are annotated in OntoNotes,
we can compute this probability as the number of
times mk 's head noun is annotated (as a gold men-
tion) divided by the total number of times mk 's head
noun appears. If mk 's head noun does not appear in
the training set, we set its coreference probability to
1, meaning that we let it pass through the filter. In
other words, we try to be conservative and do not
filter any mention for which we cannot compute the
coreference probability.
Table 1 shows the mention detection results of the

three languages on the development set after heuris-
tic extraction and pruning but prior to learning-based
pruning and coreference resolution.

3 Coreference Resolution

Like the mention detection component, our corefer-
ence resolution component employs heuristics and
machine learning. More specifically, we employ
Stanford's multi-pass sieve approach (Lee et al.,
2011) for heuristic coreference resolution, but since
most of these sieves are unlexicalized, we seek to im-
prove the multi-pass sieve approach by incorporat-
ing lexical information using machine learning tech-
niques. As we will see below, while different sieves
are employed for different languages, the way we in-
corporate lexical information into the sieve approach
is the same for all languages.
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3.1 The Multi-Pass Sieve Approach
A sieve is composed of one or more heuristic rules.
Each rule extracts a coreference relation between
two mentions based on one or more conditions. For
example, one rule in Stanford's discourse processing
sieve posits two mentions as coreferent if two con-
ditions are satisfied: (1) they are both pronouns; and
(2) they are produced by the same speaker.
Sieves are ordered by their precision, with the

most precise sieve appearing first. To resolve a set
of mentions in a document, the resolver makes mul-
tiple passes over them: in the i-th pass, it attempts
to use only the rules in the i-th sieve to find an an-
tecedent for each mention mk. Specifically, when
searching for an antecedent formk, its candidate an-
tecedents are visited in an order determined by their
positions in the associated parse tree (Haghighi and
Klein, 2009). The partial clustering of the mentions
created in the i-th pass is then passed to the i+1-th
pass. Hence, later passes can exploit the informa-
tion computed by previous passes, but a coreference
link established earlier cannot be overridden later.

3.2 The Sieves
3.2.1 Sieves for English
Our sieves for English are modeled after those em-
ployed by the Stanford resolver (Lee et al., 2011),
which is composed of 12 sieves.1 Since we partic-
ipated in the closed track, we re-implemented the
10 sieves that do not exploit external knowledge
sources. These 10 sieves are listed under the "En-
glish" column in Table 2. Specifically, we leave out
the Alias sieve and the Lexical Chain sieve, which
compute semantic similarity using information ex-
tracted from WordNet, Wikipedia, and Freebase.

3.2.2 Sieves for Chinese
Recall that for Chinese we participated in both the
closed track and the open track. The sieves we em-
ploy for both tracks are the same, except that we use
NE information to improve some of the sieves in the
system for the open track.2 To obtain automatic NE
annotations, we employ a NE model that we trained
on the gold NE annotations in the training data.

1Table 1 of Lee et al.'s (2011) paper listed 13 sieves, but one
of them was used for mention detection.

2Note that the use of NEs puts a Chinese resolver in the open
track.

English Chinese
Discourse Processing Chinese Head Match
Exact String Match Discourse Processing
Relaxed String Match Exacth String Match
Precise Constructs Precise Constructs
Strict Head Match A−C Strict Head Match A−C
Proper Head Match Proper Head Match
Relaxed Head Match Pronouns
Pronouns --

Table 2: Sieves for English and Chinese (listed in the or-
der in which they are applied).

The Chinese resolver is composed of 9 sieves,
as shown under the "Chinese" column of Table 2.
These sieves are implemented in essentially the same
way as their English counterparts except for a few
of them, which are modified in order to account for
some characteristics specific to Chinese or the Chi-
nese coreference annotations. As described in de-
tail below, we introduce a new sieve, the Chinese
Head Match sieve, and modify two existing sieves,
the Precise Constructs sieve, and the Pronoun sieve.

1. Chinese Head Match sieve: Recall from Sec-
tion 2 that the Chinese newswire articles were
coreference-annotated in such away that amen-
tion and its embedding mention can be coref-
erent if they have the same head. To iden-
tify these coreference relations, we employ the
Same Head sieve, which posits two mentions
mj and mk as coreferent if they have the same
head and mk is embedded within mj . There is
an exception to this rule, however: if mj is a
coordinated NP composed of two or more base
NPs, and mk is just one of these base NPs, the
two mentions will not be considered coreferent
(e.g., 查尔斯和戴安娜 [Charles and Diana]
and戴安娜 [Diana]).

2. Precise Constructs sieve: Recall from Lee
et al. (2011) that the Precise Constructs sieve
posits two mentions as coreferent based on in-
formation such as whether one is an acronym of
the other and whether they form an appositive
or copular construction. We incorporate addi-
tional rules to this sieve to handle specific cases
of abbreviations in Chinese: (a) Abbreviation
of foreign person names, e.g., 萨达姆·侯赛
因 [Saddam Hussein] and 萨达姆 [Saddam].
(b) Abbreviation of Chinese person names, e.g.,
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陈总统 [Chen President] and 陈水扁总统
[Chen Shui-bian President]. (c) Abbreviation
of country names, e.g, 多国 [Do country] and
多米尼加 [Dominica].

3. Pronouns sieve: The Pronouns sieve resolves
pronouns by exploiting grammatical informa-
tion such as the gender and number of a men-
tion. While such grammatical information is
provided to the participants for English, the
same is not true for Chinese.

To obtain such grammatical information for
Chinese, we employ a simple method, which
consists of three steps.

First, we employ simple heuristics to extract
grammatical information from those Chinese
NPs for which such information can be easily
inferred. For example, we can heuristically de-
termine that the gender, number and animacy
for 她 [she] is {Female, Single and Animate};
and for它们 [they] is {Unknown, Plural, Inani-
mate}. In addition, we can determine the gram-
matical attributes of a mention by its named
entity information. For example, a PERSON
can be assigned the grammatical attributes {Un-
known, Single, Animate}.
Next, we bootstrap from these mentions with
heuristically determined grammatical attribute
values. This is done based on the observation
that all mentions in the same coreference chain
should agree in gender, number, and animacy.
Specifically, given a training text, if one of the
mentions in a coreference chain is heuristically
labeled with grammatical information, we au-
tomatically annotate all the remaining mentions
with the same grammatical attribute values.

Finally, we automatically create six word lists,
containing (1) animate words, (2) inanimate
words, (3) male words, (4) female words, (5)
singular words, and (6) plural words. Specif-
ically, we populate these word lists with the
grammatically annotated mentions from the
previous step, where each element of a word
list is composed of the head of a mention and a
count indicating the number of times the men-
tion is annotated with the corresponding gram-
matical attribute value.

We can then apply these word lists to determine
the grammatical attribute values of mentions in
a test text. Due to the small size of these word
lists, and with the goal of improving precision,
we consider two mentions to be grammatically
incompatible if for one of these three attributes,
onemention has anUnknown value whereas the
other has a known value.

As seen in Table 2, our Chinese resolver does
not have the Relaxed String Match sieve, unlike its
English counterpart. Recall that this sieve marks
two mentions as coreferent if the strings after drop-
ping the text following their head words are identical
(e.g.,MichaelWolf, andMichaelWolf, a contributing
editor for "New York"). Since person names in Chi-
nese are almost always composed of a single word
and that heads are seldom followed by other words
in Chinese, we believe that Relaxed HeadMatch will
not help identify Chinese coreference relations. As
noted before, cases of Chinese person name abbrevi-
ation will be handled by the Precise Constructs sieve.

3.2.3 Sieves for Arabic
We only employ one sieve for Arabic, the exact
match sieve. While we experimented with additional
sieves such as the Head Match sieve and the Pro-
nouns sieve, we ended up not employing them be-
cause they do not yield better results.

3.3 Incorporating Lexical Information

Asmentioned before, we improve the sieve approach
by incorporating lexical information.
To exploit lexical information, we first compute

lexical probabilities. Specifically, for each pair of
mentions mj and mk in a test text, we first com-
pute two probabilities: (1) the string-pair probability
(SP-Prob), which is the probability that the strings
of the two mentions, sj and sk, are coreferent; and
(2) the head-pair probability (HP-Prob), which is the
probability that the head nouns of the two mentions,
hj and hk, are coreferent. For better probability esti-
mation, we preprocess the training data and the two
mentions by (1) downcasing (but not stemming) each
English word, and (2) replacing each Arabic word w
by a string formed by concatenating w with its lem-
matized form, its Buckwalter form, and its vocalized
Buckwalter form. Note that SP-Prob(mj ,mk) (HP-
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Prob(mj ,mk)) is undefined if one or both of sj (hj)
and sk (hk) do not appear in the training set.
Next, we exploit these lexical probabilities to im-

prove the resolution of mj and mk by presenting
two extensions to the sieve approach. The first ex-
tension aims to improve the precision of the sieve
approach. Specifically, before applying any sieve,
we check whether SP-Prob(mj ,mk) ≤ tSPL or HP-
Prob(mj ,mk)≤ tHPL for some thresholds tSPL and
tHPL. If so, our resolver will bypass all of the
sieves and simply posit mj and mk as not corefer-
ent. In essence, we use the lexical probabilities to
improve precision, specifically by positing twomen-
tions as not coreferent if there is "sufficient" infor-
mation in the training data for us to make this de-
cision. Note that if one of the lexical probabilities
(say SP-Prob(mj ,mk)) is undefined, we only check
whether the condition on the other probability (in this
case HP(mj ,mk) ≤ tHPL) is satisfied. If both of
them are undefined, this pair of mentions will sur-
vive this filter and be processed by the sieve pipeline.
The second extension, on the other hand, aims to

improve recall. Specifically, we create a new sieve,
the Lexical Pair sieve, which we add to the end of
the sieve pipeline and which posits two mentionsmj

and mk as coreferent if SP-Prob(mj ,mk) ≥ tSPU

or HP-Prob(mj ,mk) ≥ tHPU . In essence, we use
the lexical probabilities to improve recall, specifi-
cally by positing two mentions as coreferent if there
is "sufficient" information in the training data for
us to make this decision. Similar to the first ex-
tension, if one of the lexical probabilities (say SP-
Prob(mj ,mk)) is undefined, we only check whether
the condition on the other probability (in this case
HP(mj ,mk) ≥ tHPU ) is satisfied. If both of them
are undefined, the Lexical Pair sieve will not process
this pair of mentions.
The four thresholds, tSPL, tHPL, tSPU , and

tHPU , will be tuned to optimize coreference perfor-
mance on the development set.

4 Parameter Estimation

As discussed before, we learn the system parameters
to optimize coreference performance (which, for the
shared task, is Uavg, the unweighted average of the
three commonly-used evaluation measures, MUC,
B3, and CEAFe) on the development set. Our sys-

tem has two sets of tunable parameters. So far, we
have seen one set of parameters, namely the five lex-
ical probability thresholds, tC , tSPL, tHPL, tSPU ,
and tHPU . The second set of parameters contains the
rule relaxation parameters. Recall that each rule in
a sieve may be composed of one or more conditions.
We associate with condition i a parameter λi, which
is a binary value that controls whether condition i
should be removed or not. In particular, if λi=0, con-
dition iwill be dropped from the corresponding rule.
The motivation behind having the rule relaxation pa-
rameters should be clear: they allow us to optimize
the hand-crafted rules using machine learning. This
section presents two algorithms for tuning these two
sets of parameters on the development set.
Before discussing the parameter estimation algo-

rithms, recall from the introduction that one of the
distinguishing features of our approach is that we
build genre-specific resolvers. In other words, for
each genre of each language, we (1) learn the lexi-
cal probabilities from the corresponding training set;
(2) obtain optimal parameter values Θ1 and Θ2 for
the development set using parameter estimation al-
gorithms 1 and 2 respectively; and (3) amongΘ1 and
Θ2, take the one that yields better performance on
the development set to be the final set of parameter
estimates for the resolver.

Parameter estimation algorithm 1. This algo-
rithm learns the two sets of parameters in a sequential
fashion. Specifically, it first tunes the lexical proba-
bility thresholds, assuming that all the rule relaxation
parameters are set to one. To tune the five probabil-
ity thresholds, we try all possible combinations of
the five probability thresholds and select the combi-
nation that yields the best performance on the devel-
opment set. To ensure computational tractability, we
allow each threshold to have the following possible
values. For tC , the possible values are−0.1, 0, 0.05,
0.1, . . ., 0.3; for tSPL and tHPL, the possible values
are −0.1, 0, 0.05, 0.15, . . ., 0.45; and for tSPU and
tHPU , the possible values are 0.55, 0.65, . . ., 0.95,
1.0 and 1.1. Note that the two threshold values−0.1
and 1.1 render a probability threshold useless. For
example, if tC = −0.1, that means all mentions will
survive learning-based pruning in the mention detec-
tion component. As another example, if tSPU and
tHPU are both 1.1, it means that the String Pair sieve
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will be useless because it will not posit any pair of
mentions as coreferent.
Given the optimal set of probability thresholds, we

tune the rule relaxation parameters. To do so, we ap-
ply the backward elimination feature selection algo-
rithm, viewing each condition as a feature that can be
removed from the "feature set". Specifically, all the
parameters are initially set to one, meaning that all
the conditions are initially present. In each iteration
of backward elimination, we identify the condition
whose removal yields the highest score on the de-
velopment set and remove it from the feature set. We
repeat this process until all conditions are removed,
and identify the subset of the conditions that yields
the best score on the development set.

Parameter estimation algorithm 2. In this algo-
rithm, we estimate the two sets of parameters in an
interleaved, iterative fashion, where in each itera-
tion, we optimize exactly one parameter from one
of the two sets. More specifically, (1) in iteration
2n, we optimize the (n mod 5)-th lexical probabil-
ity threshold while keeping the remaining parame-
ters constant; and (2) in iteration 2n+1, we optimize
the (n mod m)-th rule relaxation parameter while
keeping the remaining parameters constant, where
n = 1, 2, . . ., and m is the number of rule relax-
ation parameters. When optimizing a parameter in a
given iteration, the algorithm selects the value that,
when used in combination with the current values of
the remaining parameters, optimizes theUavg value
on the development set. We begin the algorithm by
initializing all the rule relaxation parameters to one;
tC , tSPL and tHPL to −0.1; and tSPU and tHPU

to 1.1. This parameter initialization is equivalent to
the configuration where we employ all and only the
hand-crafted rules as sieves and do not apply learn-
ing to perform any sort of optimization at all.

5 Results and Discussion

The results of our Full coreference resolver on the
development set with optimal parameter values are
shown in Table 3. As we can see, both the men-
tion detection results and the coreference results (ob-
tained via MUC, B3, and CEAFe) are expressed in
terms of recall (R), precision (P), and F-measure (F).
In addition, to better understand the role played by
the two sets of system parameters, we performed ab-

lation experiments, showing for each language-track
combination the results obtained without tuning (1)
the rule relaxation parameters (− λi's); (2) the proba-
bility thresholds (− tj 's); and (3) any of these param-
eters (− λi's & tj). Note that (1) we do not have any
rule relaxation parameters for the Arabic resolver
owing to its simplicity; and (2) for comparison pur-
poses, we show the results of the Stanford resolver
for English in the row labeled "Lee et al. (2011)".
A few points regarding the results in Table 3 de-

serve mention. First, these mention detection re-
sults are different from those shown in Table 1: here,
the scores are computed over the mentions that ap-
pear in the non-singleton clusters in the coreference
partitions produced by a resolver. Second, our re-
implementation of the Stanford resolver is as good
as the original one. Third, parameter tuning is com-
paratively less effective for Chinese, presumably be-
cause we spent more time on engineering the sieves
for Chinese than for the other languages. Fourth,
our score on Arabic is the lowest among the three
languages, primarily because Arabic is highly inflec-
tional and we have little linguistic knowledge of the
language to design effective sieves. Finally, these
results and our official test set results (Table 4), as
well as our supplementary evaluation results on the
test set obtained using gold mention boundaries (Ta-
ble 5) and gold mentions (Table 6), exhibit similar
performance trends.
Table 7 shows the optimal parameter values ob-

tained for the Full resolver on the development set.
Since there are multiple genres for English and Chi-
nese, we show in the table the probability thresholds
averaged over all the genres and the corresponding
standard deviation values. For the rule relaxation
parameters, among the 36 conditions in the English
sieves and the 61 conditions in the Chinese sieves,
we show the number of conditions being removed
(when averaged over all the genres) and the corre-
sponding standard deviation values. Overall, differ-
ent conditions were removed for different genres.
To get a better sense of the usefulness of

the probability thresholds, we show in Tables 8
and 9 some development set examples of cor-
rectly and incorrectly identified/pruned mentions
and coreferent/non-coreferent pairs for English and
Chinese, respectively. Note that no Chinese exam-
ples for tC are shown, since its tuned value cor-
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Mention Detect. MUC B-CUBED CEAFe Avg
Language Track System R P F R P F R P F R P F F
English Closed Full 74.8 75.6 75.2 65.6 67.3 66.4 69.1 74.7 71.8 49.8 47.9 48.8 62.3

− λi 's 75.2 73.4 74.3 64.6 65.8 65.2 68.5 74.1 71.2 48.8 47.6 48.2 61.5
− tj 's 76.4 73.0 74.7 65.1 65.3 65.2 68.6 73.8 71.1 48.6 48.3 48.4 61.6
− λi 's & tj 's 75.2 72.8 74.0 64.2 64.8 64.5 68.0 73.4 70.6 47.8 47.1 47.5 60.8

Lee et al. (2011) 74.1 72.5 73.3 64.3 64.9 64.6 68.2 73.1 70.6 47.0 46.3 46.7 60.6
Chinese Closed Full 72.2 72.7 72.4 62.4 65.8 64.1 70.8 77.7 74.1 52.3 48.9 50.5 62.9

− λi 's 71.3 72.8 71.9 61.8 66.7 64.2 70.2 78.2 74.0 52.2 47.6 49.9 62.6
− tj 's 72.7 71.1 71.9 62.3 64.8 63.5 70.7 77.1 73.8 51.2 48.8 50.0 62.4
− λi 's & tj 's 71.7 71.4 71.5 61.5 65.1 63.3 70.0 77.6 73.6 51.3 47.9 49.5 62.1

Chinese Open Full 73.1 72.6 72.9 63.5 67.2 65.3 71.6 78.2 74.8 52.5 48.9 50.7 63.6
− λi 's 72.5 73.1 72.8 63.2 67.0 65.1 71.3 78.1 74.5 52.4 48.7 50.4 63.3
− tj 's 72.8 72.5 72.7 63.5 66.5 65.0 71.4 77.8 74.5 51.9 48.9 50.4 63.3
− λi 's & tj 's 72.4 72.5 72.4 63.0 66.3 64.6 71.0 77.8 74.3 51.7 48.5 50.1 63.0

Arabic Closed Full 56.6 64.5 60.3 40.4 42.8 41.6 58.9 62.7 60.7 40.4 37.8 39.1 47.1
− tj 's 52.0 64.3 57.5 33.1 40.2 36.3 53.4 67.9 59.8 41.9 34.2 37.6 44.6

Table 3: Results on the development set with optimal parameter values.

Mention Detect. MUC B-CUBED CEAFe Avg
Language Track System R P F R P F R P F R P F F
English Closed Full 75.1 72.6 73.8 63.5 64.0 63.7 66.6 71.5 69.0 46.7 46.2 46.4 59.7
Chinese Closed Full 71.1 72.1 71.6 59.9 64.7 62.2 69.7 77.8 73.6 53.4 48.7 51.0 62.2
Chinese Closed Full 71.5 73.5 72.4 62.5 67.1 64.7 71.2 78.4 74.6 53.6 49.1 51.3 63.5
Arabic Closed Full 56.2 64.0 59.8 38.1 40.0 39.0 60.6 62.5 61.5 41.9 39.8 40.8 47.1

Table 4: Official results on the test set.

Mention Detect. MUC B-CUBED CEAFe Avg
Language Track System R P F R P F R P F R P F F
English Closed Full 74.8 75.7 75.2 63.3 66.8 65.0 65.4 73.6 69.2 48.8 44.9 46.8 60.3
Chinese Closed Full 82.0 79.0 80.5 70.8 72.1 71.4 74.4 79.9 77.0 58.0 56.4 57.2 68.6
Chinese Open Full 82.4 80.1 81.2 73.5 74.3 73.9 76.3 80.5 78.3 58.2 57.3 57.8 70.0
Arabic Closed Full 57.2 62.6 59.8 38.7 39.2 39.0 61.5 61.8 61.7 41.6 40.9 41.2 47.3

Table 5: Supplementary results on the test set obtained using gold mention boundaries and predicted parse trees.

Mention Detect. MUC B-CUBED CEAFe Avg
Language Track System R P F R P F R P F R P F F
English Closed Full 80.8 100 89.4 72.3 89.4 79.9 64.6 85.9 73.8 76.3 46.4 57.7 70.5
Chinese Closed Full 84.7 100 91.7 76.6 92.4 83.8 73.0 91.4 81.2 83.6 57.9 68.4 77.8
Chinese Open Full 84.8 100 91.8 78.1 93.2 85.0 75.0 91.6 82.5 84.0 59.2 69.4 79.0
Arabic Closed Full 58.3 100 73.7 41.7 63.2 50.3 50.0 75.3 60.1 64.6 36.2 46.4 52.3

Table 6: Supplementary results on the test set obtained using gold mentions and predicted parse trees.

tC tHPL tSPL tHPU tSPU Rule Relaxation
Language Track Avg. St.Dev. Avg. St.Dev. Avg. St.Dev. Avg. St.Dev. Avg. St.Dev. Avg. St.Dev.
English Closed −0.06 0.11 −0.04 0.08 −0.06 0.12 0.90 0.23 0.60 0.05 6.13 1.55
Chinese Closed −0.10 0.00 −0.08 0.06 0.00 0.95 1.01 0.22 0.88 0.27 4.67 1.63
Chinese Open −0.10 0.00 −0.08 0.06 −0.05 0.05 1.01 0.22 0.88 0.27 5.83 1.94
Arabic Closed 0.05 0.00 0.00 0.00 −0.10 0.00 1.10 0.00 0.15 0.00 0.00 0.00

Table 7: Optimal parameter values.

responds to the case where no mentions should be
pruned.

6 Conclusion
We presented a multilingual coreference resolver de-
signed for the CoNLL-2012 shared task. We adopted
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Parameter Correct Incorrect
tC no problem; the same that; that idea
tHPL (people,that); (both of you,that) (ours,they); (both of you,us)
tSPL (first,first); (the previous year,its) (China,its); (Taiwan,its)
tHPU (The movie's,the film); (Firestone,the company's) (himself,he); (My,I)
tSPU (Barak,the Israeli Prime Minister); (she,the woman); (Taiwan,the island)

(Kostunica,the new Yugoslav President)

Table 8: Examples of correctly & incorrectly identified/pruned English mentions and coreferent/non-coreferent pairs.

Parameter Correct Incorrect
tC --- ---
tHPL (这个东西,东西); (足够的钱,钱) (我们这儿人,他们); (爸爸,我)
tSPL (别人,别人); (不少人,不少人) (台湾,你们); (我国,我)
tHPU (国内,我们国内); (咱妈,咱们妈) (咱们妈,她妈); (咱们,咱)
tSPU (两岸,海峡两岸); (大陆,中国); (中国,中) ; (亚洲地区,亚洲)

Table 9: Examples of correctly & incorrectly identified/pruned Chinese mentions and coreferent/non-coreferent pairs.

a hybrid approach to coreference resolution, which
combined the advantages of rule-based methods and
learning-based methods. Specifically, we proposed
two extensions to Stanford's multi-pass sieve ap-
proach, which involved the incorporation of lexical
information using machine learning and the acqui-
sition of genre-specific resolvers. Experimental re-
sults demonstrated the effectiveness of these exten-
sions, whether or not they were applied in isolation
or in combination.
In future work, we plan to explore other ways

to combine rule-based methods and learning-based
methods for coreference resolution, as well as im-
prove the performance of our resolver on Arabic.
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Abstract

This paper describes the structure of the LTH
coreference solver used in the closed track of
the CoNLL 2012 shared task (Pradhan et al.,
2012). The solver core is a mention classifier
that uses Soon et al. (2001)’s algorithm and
features extracted from the dependency graphs
of the sentences.

This system builds on Björkelund and Nugues
(2011)’s solver that we extended so that it can
be applied to the three languages of the task:
English, Chinese, and Arabic. We designed
a new mention detection module that removes
pleonastic pronouns, prunes constituents, and
recovers mentions when they do not match ex-
actly a noun phrase. We carefully redesigned
the features so that they reflect more com-
plex linguistic phenomena as well as discourse
properties. Finally, we introduced a minimal
cluster model grounded in the first mention of
an entity.

We optimized the feature sets for the three lan-
guages: We carried out an extensive evalua-
tion of pairs of features and we complemented
the single features with associations that im-
proved the CoNLL score. We obtained the re-
spective scores of 59.57, 56.62, and 48.25 on
English, Chinese, and Arabic on the develop-
ment set, 59.36, 56.85, and 49.43 on the test
set, and the combined official score of 55.21.

1 Introduction

In this paper, we present the LTH coreference solver
used in the closed track of the CoNLL 2012 shared
task (Pradhan et al., 2012). We started from an

earlier version of the system by Björkelund and
Nugues (2011), to which we added substantial im-
provements. As base learning and decoding algo-
rithm, our solver extracts noun phrases and posses-
sive pronouns and uses Soon et al. (2001)’s pairwise
classifier to decide if a pair corefers or not. Similarly
to the earlier LTH system, we constructed a primary
feature set from properties extracted from the depen-
dency graphs of the sentences.

2 System Architecture

The training and decoding modules consist of a
mention detector, a pair generator, and a feature ex-
tractor. The training module extracts a set of positive
and negative pairs of mentions and uses logistic re-
gression and the LIBLINEAR package (Fan et al.,
2008) to generate a binary classifier. The solver ex-
tracts pairs of mentions and uses the classifier and its
probability output, Pcoref (Antecedent, Anaphor), to
determine if a pair corefers or not. The solver has
also a post processing step to recover some mentions
that do not match a noun phrase constituent.

3 Converting Constituents to Dependency
Trees

Although the input to coreference solvers are pairs
or sets of constituents, many systems use concepts
from dependency grammars to decide if a pair is
coreferent. The most frequent one is the con-
stituent’s head that solvers need then to extract us-
ing ad-hoc rules; see the CoNLL 2011 shared task
(Pradhan et al., 2011), for instance. This can be te-
dious as we may have to write new rules for each
new feature to incorporate in the classifier. That is
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why, instead of writing sets of rules applicable to
specific types of dependencies, we converted all the
constituents in the three corpora to generic depen-
dency graphs before starting the training and solving
steps. We used the LTH converter (Johansson and
Nugues, 2007) for English, the Penn2Malt converter
(Nivre, 2006) with the Chinese rules for Chinese1,
and the CATiB converter (Habash and Roth, 2009)
for Arabic.

The CATiB converter (Habash and Roth, 2009)
uses the Penn Arabic part-of-speech tagset, while
the automatically tagged version of the CoNLL Ara-
bic corpus uses a simplified tagset inspired by the
English version of the Penn treebank. We translated
these simplified POS tags to run the CATiB con-
verter. We created a lookup table to map the simpli-
fied POS tags in the automatically annotated corpus
to the Penn Arabic POS tags in the gold annotation.
We took the most frequent association in the lookup
table to carry out the translation. We then used the
result to convert the constituents into dependencies.
We translated the POS tags in the development set
using a dictionary extracted from the gold training
file and we translated the tags in the training file by a
5-fold cross-validation. We used this dictionary dur-
ing both training and classifying since our features
had a better performance with the Arabic tagset.

4 Mention Extraction

4.1 Base Extraction
As first step of the mention selection stage, we ex-
tracted all the noun phrases (NP), pronouns (PRP),
and possessive pronouns (PRP$) for English and
Arabic, with the addition of PN pronouns for Chi-
nese. This stage is aimed at reaching a high recall of
the mentions involved in the coreference chains and
results in an overinclusive set of candidates. Table 1
shows the precision and recall figures for the respec-
tive languages when extracting mentions from the
training set. The precision is significantly lower for
Arabic than for English and Chinese.

4.2 Removal of the Pleonastic it

In the English corpus, the pronoun it in the first step
of the mention extraction stage creates a high num-
ber of false positive mentions. We built a classifier

1http://stp.lingfil.uu.se/ nivre/research/Penn2Malt.html

Language Recall Precision
English 92.17 32.82
English with named entities 94.47 31.61
Chinese 87.32 32.29
Arabic 87.22 17.64

Table 1: Precision and recall for the mention detection
stage on the training set.

Feature name
HeadLex
HeadRightSiblingPOS
HeadPOS

Table 2: Features used by the pleonastic it classifier.

to discard as many of these pleonastic it as possible
from the mention list.

Table 2 shows the features we used to train the
classifier and Table 3 shows the impact on the final
system. We optimized the feature set using greedy
forward and backward selections. We explored var-
ious ways of using the classifier: before, after, and
during coreference resolving. We obtained the best
results when we applied the pleonastic classifier dur-
ing coreference solving and we multiplied the prob-
ability outputs from the two classifiers. We used the
inequality:

Pcoref (Antecedent, it)× (1− Ppleo(it)) > 0.4,

where we found the optimal threshold of 0.4 using a
5-fold cross-validation.

4.3 Named Entities
The simple rule to approximate entities to noun
phrases and pronouns leaves out between ∼8% and
∼13 % of the entities in the corpora (Table 1). As the
named entities sometimes do not match constituents,
we tried to add them to increase the recall. We
carried out extensive experiments for the three lan-

English CoNLL score
Without removal 59.15
With removal 59.57

Table 3: Score on the English development set with and
without removal of the pleonastic it pronouns.
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English Total score
Without named entities 58.85
With named entities 59.57

Table 4: Impact on the overall score on the English devel-
opment set by addition of named entities extracted from
the corpus.

Language Without pruning With pruning
English 56.42 59.57
Chinese 50.94 56.62
Arabic 48.25 47.10

Table 5: Results on running the system on the develop-
ment set with and without pruning for all the languages.

guages. While the named entities increased the score
for the English corpus, we found that it lowered
the results for Chinese and Arabic. We added all
single and multiword named entities of the English
corpus except the CARDINAL, ORDINAL, PER-
CENT, and QUANTITY tags. Table 1 shows the re-
call and precision for English and Table 4 shows the
named entity impact on the overall CoNLL score on
the development set.

4.4 Pruning

When constituents shared the same head in the list
of mentions, we pruned the smaller ones. This in-
creased the scores for English and Chinese, but low-
ered that of Arabic (Table 5). The results for the
latter language are somewhat paradoxical; they are
possibly due to errors in the dependency conversion.

5 Decoding

Depending on the languages, we applied different
decoding strategies: For Chinese and Arabic, we
used a closest-first clustering method as described
by Soon et al. (2001) for pronominal anaphors and
a best-first clustering otherwise as in Ng and Cardie

English Total score
Without extensions 57.22
With extensions 59.57

Table 6: Total impact of the extensions to the mention
extraction stage on the English development set.

(2002). For English, we applied a closest-first clus-
tering for pronominal anaphors. For nonpronomi-
nal anaphors, we used an averaged best-first cluster-
ing: We considered all the chains before the current
anaphor and we computed the geometric mean of the
pair probabilities using all the mentions in a chain.
We linked the anaphor to the maximal scoring chain
or we created a new chain if the score was less than
0.5. We discarded all the remaining singletons.

As in Björkelund and Nugues (2011), we recov-
ered some mentions using a post processing stage,
where we clustered named entities to chains having
strict matching heads.

6 Features

We started with the feature set described in
Björkelund and Nugues (2011) for our baseline sys-
tem for English and with the feature set in Soon et al.
(2001) for Chinese and Arabic. Due to space limita-
tions, we omit the description of these features and
refer to the respective papers.

6.1 Naming Convention
We denoted HD, the head word of a mention in a de-
pendency tree, HDLMC and HDRMC, the left-most
child and the right-most child of the head, HDLS and
HDRS, the left and right siblings of the head word,
and HDGOV, the governor of the head word.

From these tokens, we can extract the surface
form, FORM, the part-of-speech tag, POS, and the
grammatical function of the token, FUN, i.e. the la-
bel of the dependency edge of the token to its parent.

We used a naming nomenclature consisting of the
role in the anaphora, where J- stands for the anaphor,
I-, for the antecedent, F-, for the mention in the chain
preceding the antecedent (previous antecedent), and
A- for the first mention of the entity in the chain;
the token we selected from the dependency graph,
e.g. HD or HDLMC; and the value extracted from
the token e.g. POS or FUN. For instance, the part-
of-speech tag of the governor of the head word of
the anaphor is denoted J-HDGOVPOS.

6.2 Combination of Features
In addition to the single features, we combined them
to create bigram, trigram, and four-gram features.
Table 7 shows the features we used, either single or
in combination, e.g. I-HDFORM+J-HDFORM.
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We emulated a simple cluster model by uti-
lizing the first mention in the chain and/or the
previous antecedent, e.g. A-EDITDISTANCE+F-
EDITDISTANCE+EDITDISTANCE, where the edit
distance of the anaphor is calculated for the first
mention in the chain, previous antecedent, and an-
tecedent.

6.3 Notable New Features

Edit Distance Features. We created edit distance-
based features between pairs of potentially
coreferring mentions: EDITDISTANCE is the
character-based edit distance between two
strings; EDITDISTANCEWORD is a word-level
edit distance, where the symbols are the com-
plete words; and PROPERNAMESIMILARITY

is a character-based edit distance between
proper nouns only.

Discourse Features. We created features to reflect
the speaker agreement, i.e. when the pair of
mentions corresponds to the same speaker, of-
ten in combination with the fact that both men-
tions are pronouns. For example, references to
the first person pronoun I from a same speaker
refer probably to a same entity; in this case, the
speaker himself.

Document Type Feature. We created the I-HD

FORM+J-HDFORM+DOCUMENTTYPE fea-
ture to capture the genre of different document
types, as texts from e.g. the New Testament are
likely to differ from internet blogs.

6.4 Feature Selection

We carried out a greedy forward selection of the fea-
tures starting from Björkelund and Nugues (2011)’s
feature set for English, and Soon et al. (2001)’s for
Chinese and Arabic. The feature selection used a 5-
fold cross-validation over the training set, where we
evaluated the features using the arithmetic mean of
MUC, BCUB, and CEAFE.

After reaching a maximal score using forward se-
lection, we reversed the process using a backward
elimination, leaving out each feature and removing
the one that had the worst impact on performance.
This backwards procedure was carried out until the
score no longer increased. We repeated this forward-

backward procedure until there was no increase in
performance.

7 Evaluation

Table 7 shows the final feature set for each language
combined with the impact each feature has on the
score on the development set when being left out. A
dash (—) means that the feature is not part of the
feature set used in the respective language. As we
can see, some features increase the score. This is
due to the fact that the feature selection was carried
out in a cross-validated manner over the training set.

Table 8 shows the results on the development and
test sets as well as on the test set with gold mentions.
For each language, the figures are overall consistent
between the development and test sets across all the
metrics. The scores improve very significantly with
the gold mentions: up to more than 10 points for
Chinese.

8 Conclusions

The LTH coreference solver used in the CoNLL
2012 shared task uses Soon et al. (2001)’s algorithm
and a set of lexical and nonlexical features. To a
large extent, we extracted these features from the de-
pendency graphs of the sentences. The results we
obtained seem to hint that this approach is robust
across the three languages of the task.

Our system builds on an earlier system that we
evaluated in the CoNLL 2011 shared task (Pradhan
et al., 2011), where we optimized significantly the
solver code, most notably the mention detection step
and the feature design. Although not exactly compa-
rable, we could improve the CoNLL score by 4.83
from 54.53 to 59.36 on the English corpus. The
mention extraction stage plays a significant role in
the overall performance. By improving the qual-
ity of the mentions extracted, we obtained a perfor-
mance increase of 2.35 (Table 6).

Using more complex feature structures also
proved instrumental. Scores of additional feature
variants could be tested in the future and possibly
increase the system’s performance. Due to limited
computing resources and time, we had to confine the
search to a handful of features that we deemed most
promising.
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All features En (+/-) Zh (+/-) Ar (+/-)
STRINGMATCH -0.003 -0.58 -1.79
A-STRINGMATCH+STRINGMATCH -0.11 — —
DISTANCE -0.19 -0.57 -0.24
DISTANCE+J-PRONOUN 0.03 — —
I-PRONOUN 0.02 — —
J-PRONOUN 0.02 — —
J-DEMOSTRATIVE -0.02 0.01 —
BOTHPROPERNAME — 0.03 —
NUMBERAGREEMENT -0.23 — —
GENDERAGREEMENT 0.003 — —
NUMBERBIGRAM — 0.06 —
GENDERBIGRAM -0.03 0.01 —
I-HDFORM -0.16 — -0.67
I-HDFUN 0.05 — —
I-HDPOS -0.02 — -0.52
I-HDRMCFUN 0.003 — —
I-HDLMCFORM — — -0.05
I-HDLMCPOS 0.01 — —
I-HDLSFORM -0.08 — -0.18
I-HDGOVFUN 0.06 — —
I-HDGOVPOS — -0.003 -0.19
J-HDFUN 0.003 — —
J-HDGOVFUN 0.03 — —
J-HDGOVPOS -0.05 — —
J-HDRSPOS — — -0.2
A-HDCHILDSETPOS — 0.06 —
I-HDFORM+J-HDFORM 0.08 — -0.57
A-HDFORM+J-HDFORM — — -0.46
I-HDGOVFORM+J-HDFORM — -0.14 0.04
I-LMCFORM+J-LMCFORM -0.07 -0.15 —
A-HDFORM+I-HDFORM+J-HDFORM 0.11 — —
F-HDFORM+I-HDFORM+J-HDFORM — -0.1 —
I-HDPOS+J-HDPOS+I-HDFUN+J-HDFUN — -0.09 —
I-HDPOS+J-HDPOS+I-HDFORM+J-HDFORM — — -0.05
I-HDFORM+J-HDFORM+SPEAKAGREE — -0.55 —
I-HDFORM+J-HDFORM+BOTHPRN+SPEAKAGREE -0.11 — —
I-HDGOVFORM+J-HDFORM+BOTHPRN+SPEAKAGREE -0.23 — —
A-HDFORM+J-HDFORM+SPEAKAGREE 0.04 — —
I-HDFORM+J-HDFORM+DOCUMENTTYPE -0.4 -0.18 —
SSPATHBERGSMALIN -0.07 — —
SSPATHFORM — — -0.19
SSPATHFUN -0.08 — -0.14
SSPATHPOS -0.1 -0.11 -0.53
DSPATHBERGSMALIN — — 0
DSPATHFORM 0.07 — —
DSPATHFORM+DOCUMENTTYPE 0.03 — —
DSPATHPOS 0.07 -0.06 0.05
EDITDISTANCE -0.05 -0.16 0
EDITDISTANCEWORD — — -0.25
A-EDITDISTANCE+EDITDISTANCE — — -0.02
A-EDITDISTANCE+F-EDITDISTANCE — -0.01 -0.01
A-EDITDISTANCE+F-EDITDISTANCE+EDITDISTANCE — — -0.09
EDITDISTANCEWORD+BOTHPROPERNAME 0.02 — —
PROPERNAMESIMILARITY -0.03 — —
SEMROLEPROPJHD 0.01 — —

Table 7: The feature sets for English, Chinese and Arabic, and for each feature, the degradation in performance when
leaving out this feature from the set; the more negative, the better the feature contribution. We carried out all the
evaluations on the development set. The table shows the difference with the official CoNLL score.
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Metric/Corpus Development set Test set Test set (Gold mentions)

English R P F1 R P F1 R P F1
Mention detection 74.21 72.81 73.5 75.51 72.39 73.92 78.17 100 87.74
MUC 65.27 64.25 64.76 66.26 63.98 65.10 71.22 88.12 78.77
BCUB 69.1 70.94 70.01 69.09 69.54 69.31 64.75 83.16 72.8
CEAFM 57.56 57.56 57.56 56.76 56.76 56.76 66.74 66.74 66.74
CEAFE 43.44 44.47 43.95 42.53 44.89 43.68 71.94 43.74 54.41
BLANC 75.36 77.41 76.34 74.03 77.28 75.52 78.68 81.47 79.99
CoNLL score 59.57 59.36 68.66

Chinese R P F1 R P F1 R P F1
Mention detection 60.55 68.73 64.38 57.65 71.93 64.01 68.97 100 81.63
MUC 54.63 60.96 57.62 52.56 64.13 57.77 63.52 88.23 73.86
BCUB 66.91 74.4 70.46 64.43 77.55 70.38 63.54 88.12 73.84
CEAFM 55.09 55.09 55.09 55.57 55.57 55.57 65.60 65.60 65.60
CEAFE 44.65 39.25 41.78 47.90 38.04 42.41 72.56 42.01 53.21
BLANC 73.23 72.95 73.09 72.74 77.84 75.00 76.96 83.70 79.89
CoNLL score 56.62 56.85 66.97

Arabic R P F1 R P F1 R P F1
Mention detection 55.54 61.7 58.46 56.1 63.28 59.47 56.13 100 71.9
MUC 39.18 43.76 41.34 39.11 43.49 41.18 41.99 69.78 52.43
BCUB 59.16 67.94 63.25 61.57 67.95 64.61 50.45 81.30 62.26
CEAFM 47.8 47.8 47.8 50.16 50.16 50.16 54.00 54.00 54.00
CEAFE 42.57 38.01 40.16 44.86 40.36 42.49 66.16 34.52 45.37
BLANC 62.44 67.18 64.36 66.80 66.94 66.87 67.37 73.46 69.87
CoNLL score 48.25 49.43 53.35

Table 8: Scores on the development set, test set, and test set with gold mentions for English, Chinese, and Arabic:
recall R, precision P, and harmonic mean F1. The official CoNLL score is computed as the arithmetic mean of MUC,
BCUB, and CEAFE.
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Abstract

In this paper, we present our system de-
scription for the CoNLL-2012 coreference
resolution task on English, Chinese and
Arabic. We investigate a projection-based
model in which we first translate Chinese
and Arabic into English, run a publicly
available coreference system, and then use
a new projection algorithm to map the
coreferring entities back from English in-
to mention candidates detected in the Chi-
nese and Arabic source. We compare to
a baseline that just runs the English coref-
erence system on the supplied parses for
Chinese and Arabic. Because our method
does not beat the baseline system on the
development set, we submit outputs gen-
erated by the baseline system as our final
submission.

1 Introduction

Modeling multilingual unrestricted coreference in
the OntoNotes data is the shared task for CoNLL-
2012. This is an extension of the CoNLL-
2011 shared task and would involve automatic
anaphoric mention detection and coreference res-
olution across three languages – English, Chinese
and Arabic – using OntoNotes v5.0 corpus, giv-
en predicted information on the syntax, proposi-
tion, word sense and named entity layers. Au-
tomatic identification of coreferring entities and
events in text has been an uphill battle for sev-
eral decades, partly because it can require world
knowledge which is not well-defined and partly
owing to the lack of substantial annotated data.

Figure 1: The overall process of our system, where
we use Google Translator to translate Chinese and
Arabic into English.

For more details, readers can refer to (Pradhan et
al., 2012).

Before this year’s task, researchers proposed t-
wo typical novel methods to address the prob-
lem of natural language processing across multiple
languages: projection and joint learning (Rahman
and Ng, 2012). Specific to this year’s coreference
resolution task, for projection based method, we
could first develop a strong resolver or utilize a
publicly available system on English, and trans-
late other languages into English, eventually, we
could project the coreferring entities resolved on
English back into other language sides. General-
ly, a projection method is easier to develop since
it doesn’t need sentence alignment across multiple
languages. Thus, in this year’s task, we investigate
a translation based model to resolve coreference
on English, Chinese and Arabic. The whole pro-
cess is illustrated in figure 1, in which we first use
Google Translator to translate Chinese and Ara-
bic into English, and we then employ a strong En-
glish coreference resolver to generate coreferring
entities, after mapping entities from English into
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Chinese and Arabic mention candidates, we could
obtain coreferring entities for these languages.

Intuitively, the performance of coreference re-
solver on English should perform better than that
on Chinese and Arabic since we have substantial
corpus for English and coreference resolution on
English is well studied compared to another two
languages. Thus we could imagine that projecting
the results from English into Chinese and Arabic
should still beats the baseline system using mono-
lingual resolution method. However, in our exper-
iments, we obtain negative results on developing
set that means our projection based model perfor-
m worse than the baseline system. According to
our experimental results on developing set, final-
ly, we submit results of baseline system in order to
obtain better ranking.

The rest of this paper is organized as follows, in
section 2, we will introduce our method in details,
and section 3 is our experimental results, we draw
conclusion in section 4.

2 Projection based Model

As the last section mentioned, we propose to use
a projection based model to resolve coreference
on multiple languages. The primary procedures
of our method could be divided into three steps:
first step is translation, where Google Translator is
employed to translate Chinese and Arabic into En-
glish, second is coreference resolution for English,
last is the projection of coreferring entities. Since
the first step is clear that we extract sentences from
Chinese and Arabic documents and translate them
into English using Google Translator, hence in this
section we will mainly describe the configuration
of our English resolver and details of projection
method.

2.1 English Resolver
In last year’s evaluation task, the Standford
Natural Language Processing Group ranked the
first position and they also open their toolkit for
research community, namely Standford CoreNLP
(Lee et al., 2011) 1, better yet, their toolkit is op-
timized for CoNLL task. Thus we could use their
toolkit as our English resolver and concentrate
on bettering the projection of coreferring entities.

1http://nlp.stanford.edu/software/
corenlp.shtml

Figure 2: A minimum cost and maximum flow
structure is used to solve the problem that map-
ping coreferring entities into each mention candi-
dates with highest probability.

We use the basic running script that is “java -cp
joda-time.jar:stanford-corenlp.jar:stanford-
corenlp-models.jar:xom.jar -Xmx3g e-
du.stanford.nlp.pipeline.StanfordCoreNLP
-filelist filelist.txt” to resolve the resolution,
where “filelist” involves all documents need to be
performed coreference resolution.

2.2 Projection of Coreferring Entities

After generating coreferring entities on English,
the key step of our system is how to map them into
mention candidates detected on Chinese and Ara-
bic. For instance, assuming we translate Chinese
documents into English and obtain coreferring en-
tities e1, e2, ei,.., eE on translated English doc-
uments through aforementioned step, meanwhile,
we consider all noun phrases(NP) in original Chi-
nese documents and generate mention candidates
m1, m2, mj ,.., mM . Therefore, our task is to map
each ei into one mention candidate mj with high-
est probability, and it can be obtained by the max-
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Algorithm 1 Algorithm for computing similarity
between two phrases in different languages.

1: Input: we1 , .., wen , wc1 , .., wcm , Phrase Table
PT

2: s[n] = [0,− inf, ..,− inf]
3: for i← 1..n do
4: for j ← 0..10 do
5: s[i + j] = max(s[i + j], s[i − 1] +

p(i, i + j))

6: Output: s[n] V

imization of the following formula,

P̂ =
∑

ei∈E,mj∈M

{a(i, j)b(j, i)p(i, j)} (1)

with constrains
∑

i,j{a(i, j)} = 1 and∑
i,j{b(j, i)} = 1, where p(i, j) is the prob-

ability of ei mapping into mj and a(i, j) as
well as b(i, j) are integers guaranteeing each
coreferring entity map into one mention and each
mention has only one entity to be mapped into.
To solve this problem, we reduce it as a Cost
Flow problem since it is easier to understand
and implement compared to other methods such
as integer linear programming. Note that the
number of mention candidates is theoretically
larger than that of coreferring entities, thus this
problem couldn’t be reduced as the bipartite graph
matching problem since it needs equal number of
nodes in two parts.

Figure 2 shows the graph structure designed to
solve this problem, where the symbols labeled on
each edge is a two tuples(Cost,Flow), indicating
the cost and flow for each edge. Since object of
Cost Flow problem is to minimize the cost while
maximizing the flows, thus we compute the c(i, j)
as 1 − p(i, j) in order to be consistent with the
equation 1. To satisfy two constraints aforemen-
tioned, we set up two dummy nodes “Start” and
“End”, and connect “Start” to each entity ei with
cost 0 and flow 1 ensuring each entity is available
to map one mention. We also link each mention
candidate mj to node “End” with the same val-
ue ensuring each mention could be mapped into
by only one entity. Clearly, there is an edge with
tuple (1−p(i, j), 1) between each entity end men-
tion indicating that each entity could map into any
mention while with different probabilities. Thus,

solving this Cost-Flow problem is equal to maxi-
mizing the equation 1 with two constraints. Since
Cost-Flow problem is well studied, thus some al-
gorithm can solve this problem in polynomial time
(Ahuja et al., 1993). One may argue that we can
modify translation decoder to output alignments
between Chinese and translated English sentence,
unfortunately, Google Translator API doesn’t sup-
ply these information while its translation quality
is obviously better than others for translating doc-
uments in OntoNotes, moreover, it is impossible to
output alignment for each word since some trans-
lation rules used for directing translation include
some unaligned words, thus an algorithm to map
each entity into each mention is more applicable.

Clearly, another problem is how to compute
p(i, j) for each edge between entity and mention
candidate. This problem could be casted as how
to compute similarity of phrases across multiple
languages. Formally, given an English phrases
we1 , .., wen and a Chinese phrase wc1 , .., wcm , the
problem is how to compute the similar score S be-
tween them. Although we could compute lexical,
syntactic or semantic similar score to obtain ac-
curate similarity, here for simplicity, we just com-
pute the lexical similarity using the phrase table
extracted by a phrased-based machine translation
decoder (Koehn et al., 2003). Phrase table is a rich
resource that contains probability score for phrase
in one language translated into another language,
thus we could design a dynamic algorithm shown
in Algorithm 1 to compute the similar score. E-
quation in line 5 is used to reserve highest simi-
lar score for its sub-phrases, and p(i, i + j) is the
similar score between sub-phrases wi, .., wi+j and
its translation. When we compute the score of the
sub-phrases wi, .., wi+j , we literately pick one pti
from PT and check whether wc1 , .., wcm involves
pti’s target side, if that we record its score un-
til we obtain a higher score obtained by another
ptj and then update it. For instance, assuming the
Chinese input sentence is “全球第五个迪斯尼
乐园 即将 在 这里 向 公众 开放 。”, and the
Google translation of this sentence is “The world
’s fifth Disneyland will soon open to the public .
”. Following the aforementioned steps, we utilize
English resolver to find a coreferring entity: “The
world ’s fifth Disneyland”, and find two translation
rules involving the former English phrase from the
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bilingual phrase table: “The world ’s fifth Disney-
land => 全球的第五个迪斯尼乐园 (probabili-
ty=0.6) ” and “The world ’s fifth Disneyland =>
全球第五个迪斯尼乐园 (probability=0.4)”. S-
ince the Chinese translation of both rules all con-
tain the noun phrase “全球 第五 个 迪斯尼 乐
园” in the original Chinese input, we thus add this
noun phrase into the coreferring entities as the En-
glish resolve finding with the probability 0.6.

3 Experiments

3.1 English Results
In this section, we will report our experimental re-
sults in details. We use Standford CoreNLP toolkit
to generate results for English. Table 1 lists the F-
score obtained on developing set.

3.2 Chinese and Arabic Results
As last section mentioned, we first translate
Chinese and Arabic into English and then use
CoreNLP to resolve coreference on English. To
obtain high translation quality, we use Google
Translator Toolkit 2. And to compute similarity
score, we run Giza++(Och and Ney, 2003) 3, an
open source toolkit for word alignment, to perfor-
m word alignment. For Chinese, we use 1 million
bilingual corpus provided by NIST MT evaluation
task to extract phrase table, and for Arabic its size
is 2 million. Note that, we extract phrase table
from English to Chinese and Arabic with maxi-
mum phrase length 10. The reason is that our al-
gorithm check English phrase whose length is less
than 10 tokens. To compare our results, we al-
so use CoreNLP to generate results for Chinese
and Arabic. Since CoreNLP use some syntac-
tic knowledge to resolving coreference, it can al-
so output coreferring entities for other languages.
From table 2 we find that although CoreNLP is not
designed for other languages, it still obtain accept-
able scores and beat our projection based mod-
el. The main reason is that our method is coarse
and obtain lower precision for mention detection,
while CoreNLP use some manually written rules
to detect mention candidates. Another explana-
tion is that projection based model is hard to map

2http://www.google.cn/url?source=
transpromo&rs=rsmf&q=http://translate.
google.com/toolkit

3http://code.google.com/p/giza-pp/

some phrases back into original languages, such
as “that, it, this”. Moreover, translation quality for
some corpus like web corpus is far from perfect,
translation errors will surely affect the precision of
coreference resolution. Thus, for the final testing
set, we run the CoreNLP to generate the results.

3.3 Testing Results
Since CoreNLP beats our system in Chinese and
Arabic, thus we run CoreNLP for all three lan-
guages. Table 3 lists the final results, and we also
give results using golden parse tree for prediction
in table 4. From these two tables, we find that for
any language, the system using golden parse tree
show better performance than the one using pre-
dicted system in term of each metric. The reason
is that the CoreNLP resolve coreference on parse
tree and employ some parse features to corefer. On
the other hand, we could also see that the improve-
ment is slight, because parsing errors affect lit-
tle on finding mention candidates benefiting from
high precision on noun phrase prediction. Final-
ly, since we use an open source toolkit to generate
results, unfortunately, we have no ranking in this
task.

4 Conclusion

In this paper, we present a projection based mod-
el for coreference resolution. We first translate
Chinese and Arabic into English, and then em-
ploy a strong English resolver to generate core-
ferring entities, after that a projection algorithm is
designed to map coreferring entities into mention
candidates detected in Chinese and Arabic. How-
ever, since our approach is coarse and due to limit
time preparing for this task, the output generate
by CoreNLP beats our results in three languages,
thus we submit results generated by CoreNLP as
our final submission.
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Mention MUC BCUB CEAFE
CoreNLP 73.68% 64.58% 70.60% 46.64

Table 1: Experimental results on developing set(F-score) for English.

Mention MUC BCUB CEAFE
CoreNLP-Chinese 52.15% 38.16% 60.38% 34.58
Projection-Chinese 48.51% 32.31% 63.77% 24.72
CoreNLP-Arabic 52.97% 27.88% 60.75% 40.52
Projection-Arabic 42.68% 22.39% 62.18% 32.83

Table 2: Experimental results on developing set(F-score) for Chinese and Arabic using CoreNLP and
our system.

Mention MUC BCUB CEAFE
CoreNLP-Chinese 49.82% 37.83% 60.30% 34.93
CoreNLP-Arabic 53.89% 28.31% 61.83% 42.97
CoreNLP-English 73.69% 63.82% 68.52% 45.36

Table 3: Experimental results on testing set(F-score) using predicted parse tree.

Mention MUC BCUB CEAFE
CoreNLP-Chinese 53.42% 40.60% 60.37% 35.75
CoreNLP-Arabic 55.17% 30.54% 62.36% 43.03
CoreNLP-English 75.58% 66.14% 69.55% 46.54

Table 4: Experimental results on testing set(F-score) using golden parse tree.
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Abstract 

This paper presents a mixed deterministic 
model for coreference resolution in the 
CoNLL-2012 shared task. We separate the 
two main stages of our model, mention 
detection and coreference resolution, into 
several sub-tasks which are solved by 
machine learning method and  
deterministic rules based on multi-filters, 
such as lexical, syntactic, semantic, gender 
and number information. We participate in 
the closed track for English and Chinese, 
and also submit an open result for Chinese 
using tools to generate the required features. 
Finally, we reach the average F1 scores 
58.68, 60.69 and 61.02 on the English 
closed task, Chinese closed and open tasks.  

1 Introduction 

The coreference resolution task is a complicated 
and challenging issue of natural language 
processing. Although many sub-problems, such as 
noun phrase to noun phrase and pronouns to noun 
phrase, are contained in this issue, it is interesting 
that humans do not get too confused when they 
determine whether two mentions refer to the same 
entity. We also believe that automatic systems 
should copy the human behavior (Kai-Wei et al., 
2011). In our understanding, the basis for human 
making judgment on different sub-problems is 
different and limited. Although there are some 
complicated and ambiguous cases in this task, and 

we are not able to cover all the prior knowledge of 
human mind, which plays a vital role in his 
solution, the mixed deterministic model we 
constructed can solve a big part of this task. We 
present a mixed deterministic model for 
coreference resolution in the CoNLL-2012 shared 
task (Sameer et al., 2011). 

Different methods such as Relaxation labeling 
(Emili et al., 2011), Best-Link (Kai-Wei et al., 
2011), Entropy Guided Transformation Learning 
(Cicero et al., 2011) and deterministic models 
(Heeyoung et al., 2011), were attempted in the 
CoNLL-2011 shared task (Sameer et al., 2011). 
The system performance reported by the task 
shows that a big part of this task has been solved 
but some sub-problems need more exploration. 

We also participate in the Chinese closed and 
open tracks. However, the lack of linguistic 
annotations makes it more difficult to build a 
deterministic model. Basic solutions such as Hobbs 
Algorithm and Center Theory have been listed in 
(Wang et al., 2002; Jun et al., 2007). The recent 
research on Chinese contains non-anaphors 
detection using a composite kernel (Kong Fang, et 
al., 2012(a)) and a tree kernel method to anaphora 
resolution of pronouns (Kong Fang et al., 2012(b)). 

We accept the thought of Stanford (Karthik et al., 
2010; Heeyoung et al., 2011). In Stanford system 
the coreference resolution task is divided into 
several problems and each problem is solved by 
rule based methods. For English we did some 
research on mention detection which uses Decision 
Tree to decide whether the mention ‘it’ should 
refer to some other mention. For Chinese we 
submit closed and open result. The lack of gender, 
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number and name entities make it more difficult 
for the Chinese closed task and we try to extract 
information from the training data to help enhance 
the performance. For the open task, we use some 
dictionaries such as appellation dictionary, gender 
dictionary, geographical name dictionary and 
temporal word dictionary (Bo et al., 2009), and 
some tools such as conversion of pinyin-to-
character and LTP which is a Chinese parser that 
can generate the features such as Part-of-Speech, 
Parse bit, Named Entities (Liu et al., 2011) to 
generate the similar information. 

We describe the system architecture in section 2. 
Section 3 illustrates the mention detection process. 
Section 4 describes the core process of coreference 
resolution. In section 5, we show the results and 
discussion of several experiments. Finally, we give 
the conclusion of our work in section 6.  

2 System Architecture 

Our system mainly contains mention detection and 
coreference resolution. Recall is the determining 
factor in mention detection stage. The reason is 
that if some mention is missed in this stage, the 
coreference resolution part will miss the chains 
which contain this mention. Yet some mentions 
still need to be distinguished because in some cases 
they refer to no entity. For example ‘it’, in the 
sentence ‘it + be + weather/ time’, ‘it’ should refer 
to no entity. But the ‘it’ in the phrase ‘give it to 
me’ might refer to some entity. The coreference 
resolution module of our system follows the idea 
of Stanford. In the English task we did some more 
exploration on mention detection, pronoun 
coreference and partial match of noun phrases. The 
Chinese task is more complicated and because 
gender, number and name entities are not provided, 
the feature generation from the training data has to 
be added before the coreference resolution process. 
Some Chinese idiomatic usages are also considered 
in this stage.  

3 Mention detection  

All the NPs, pronouns and the phrases which are 
indexed as named entities are selected as 
candidates. NPs are extracted from the parse tree. 
Yet some mentions do not refer to any entity in 
some cases. In our system we attempt to 
distinguish these mentions in this stage. The reason 
is that the deterministic rules in coreference 

resolution part are not complete to distinguish 
these mentions. The methods below can also be 
added to the coreference resolution part as a pre-
processing. For the conveniences of system design, 
we finish this work in this stage. 

For English, the pronoun ‘it’ and NPs ‘this, that, 
those and these’ need to be distinguished. We take 
‘it’ as an example to illustrate the process. First we 
use regular expressions to select ‘it’, which refers 
to no entity, such as ‘it + be + weather/ time’, ‘it 
happened that’ and ‘it makes (made) sense that’.  
Second we use Decision Tree (C4.5) to classify the 
two kinds of ‘it’ based on the training data. The 
features contain the Part-of-Speech, Parse bit, 
Predicate Arguments of ‘it’, the word before and 
after ‘it’. The number of total ‘it’ is 9697 and 4043 
of them have an entity to refer to in the training 
data. 
 

Category Precision Recall F 
no entity refered 
entity refered 

0.576 
0.747 

0.596 
0.731 

0.586
0.739

total 0.682 0.679 0.68
 

Table 1: Results of ‘it’ classification using C4.5 
 

Table 1 shows the classification result of ‘it’ in 
the development data v4. The number of total ‘it’ 
is 1401 and 809 of them have an entity to refer to. 
The result is not perfect but can help enhance the 
performance of coreference resolution. However, 
the results of ‘this, that, those and these’ are not 
acceptable and we skip over these words. We did 
not do any process on ‘verb’ mention detection and 
coreference resolution. 

In addition, we divide mentions into groups in 
which they are nested in position. And for 
mentions which have the same head word in one 
group, only the mentions with the longest span 
should be left (for the English task and a set of 
Chinese articles). For some Chinese articles of 
which names contain ‘chtb’, both in the training 
data and the development data, the nest is 
permitted based on the statistic results.  

For Chinese we also attempt to train a model for 
pronouns ‘你’(you) and ‘那’(that). However, the 
results are not acceptable either since the features 
we select are not enough for the classifier. 

After the mentions have been extracted, the 
related features of each mention are also extracted. 
We transform the ‘conll’ document into mention 
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document. Each mention has basic features such as 
position, part-of-speech, parse tree, head word, 
speaker, Arguments, and the gender and number of 
head word. The head word feature is very 
important and regular expression can almost 
accomplish the process but not perfectly. Firstly, 
we extract the key NPs of a mention based on 
parse feature. Then the regular expressions are to 
extract the head word. For example, the mention: 

 (NP (DNP (LCP (NP (NP (NR 中国)) (NP (NN 大地))) 
(LC 上)) (DEG 的)) (NP (NR 二战)) (NP (NN 标志))) (NP 
(DNP (LCP (NP (NP (NR 中国)) (NP (NN 大地))) (LC 上)) 
(DEG 的)) (NP (NR 二战)) (NP (NN 标志)))  

The key NPs of this mention is: 
(NP (NR 二战)) (NP (NN 标志)) .The head word of 

this mention is: NN 标志 
However, there are still some cases that need to 

be discussed. For example, the head word of ‘the 
leader of people’ should be ‘leader’, while the head 
word of ‘the city of Beijing’ should be ‘city’ and 
‘Beijing’ for the mentions of ‘the city’ and 
‘Beijing’ both have the same meaning with ‘the 
city of Beijing’. Finally, we only found the words 
of ‘city’ and ‘country’ should be processed. 

4 Coreference resolution  

The deterministic rules are the core methods to 
solve the coreference resolution task. All the 
mentions in the same part can be seen as a list. The 
mentions which refer to the same entity will be 
clustered based on the deterministic rules. After all 
the clusters have generated, the merge program 
will merge the clusters into chains based on the 
position information. The mentions in one chain 
cannot be reduplicative in position. Basically the 
nested mentions are not allowed. 

The process contains two parts NP-NP and NP-
pronoun. Each part has several sub-problems to be 
discussed. First, the same process of English task 
and Chinese task will be illustrated. Then the 
different parts will be discussed separately. 

4.1 NP-NP 

Exact match: the condition of exact match is the 
two NP mentions which have no other larger 
parent mentions in position are coreferential if they 
are exactly the same. The stop words such as ‘a’, 
‘the’, ‘this’ and ‘that’ have been removed.  

Partial match: there are two conditions for 
partial match which are the two mentions have the 

same head word and one of them is a part of the 
other in form simultaneously.  

Alias and abbreviation: some mentions have 
alias or abbreviation. For example the mentions 
‘USA’ and ‘America’ should refer to the mention 
‘the United States’. 

Similar match:  there are three forms of this 
match. The first one is all the modifiers of two NPs 
are same and the head words are similar based on 
WordNet1 which is provided for the English closed 
task. We only use the English synonym sets of the 
WordNet to solve the first form. The second one is 
the head words are same and the modifiers are not 
conflicted. The third form is that the head words 
and modifiers are all different. The result of similar 
match may be reduplicative with that of exact 
match and partial match. This would be eliminated 
by the merge process. 

4.2 Pronoun - NP 

There are seven categories of pronoun to NP in our 
system. For English second person, it is difficult to 
distinguish the plural form from singular form and 
we put them in one deterministic rule. For each 
kind of pronouns shown below, the first cluster is 
the English form and the second cluster is the 
Chinese form.  
First Person (singular) = {'I', 'my', 'me', 'mine', 
'myself'}{‘我’} 
Second Person= {'you', 'your', 'yours', 'yourself', 
'yourselves'}{‘你’， ‘你们’} 
Third Person (male) = {'he', 'him', 'his', 
'himself'}{‘他’} 
Third Person (female) = {'she', 'her', 'hers', 
'herself'}{‘她’} 
Third Person (object) = {'it', 'its', 'itself'}{‘它’} 
First Person (plural) = {'we', 'us', 'our', 'ours', 
'ourselves'}{‘我们’} 
Third Person (plural) = {'they', 'them', 'their', 
'theirs', 'themselves'}{‘他们’， ‘她们’，‘它们’} 

In the Chinese task the possessive form of 
pronoun is not considered. For example, the 
mention ‘我们  的 ’(our) is a DNP in the parse 
feature and it contains two words ‘我们’ and ‘的’. 
We only selected the NP ‘我们’as a mention. The 
reflexive pronouns are composed by two words 
which are the pronoun itself and the word ‘自己’. 

                                                           
1 http://wordnet.princeton.edu/ 

78



For example, the mention ‘我  自己’(myself) is 
processed as ‘我’(I or me).  

Gender, number and distance between pronoun 
and NP are the most important features for this part 
(Shane et al., 2006). We only allow pronoun to 
find NPs at first. We find out the first mention of 
which all the features are satisfied ahead of the 
pronoun. If there is no matching mention, search 
backward from the pronoun. For the first person 
and second person, we merged all the pronouns 
with the same form and the same speaker. If the 
context is a conversation of two speakers, the 
second person of a speaker should refer to the first 
person of the other speaker. The scene of multi-
speakers conversation is too difficult to be solved. 

In the Chinese task there are some other 
pronouns. The pronoun ‘双方’(both sides) should 
refer to a plural mention which contain ‘和’(and) 
in the middle. The pronoun ‘ 其 ’ has similar 
meaning of third person and refers to the largest 
NP mention before it. The pronouns ‘这 ’(this), 
‘那 ’(that), ‘这里 ’(here), ‘那里 ’(there) are not 
processed for we did not find a good solution.  

However in some cases the provided gender and 
number are not correct or missing and we had to 
label these mentions based on the appellation 
words of the training data. For example, if the 
appellation word of a person is ‘Mr.’ or ‘sir’, the 
gender should be male.  

4.3 Chinese closed task  

For the Chinese closed task NE, the gender and 
number are not provided. We used regular patterns 
to generate these features from the training data. 

In the NE (named entities) feature ‘PERSON’ is 
a very important category because most pronouns 
will refer to the person entity. To extract 
‘PERSON’, we build a PERSON dictionary which 
contains all the PERSON mentions in training data, 
such as ‘先生’(Mr.) and ‘教授’(Professor).  If the 
same mention appears in the test data, we believe it 
is a person entity. However, the PERSON 
dictionary cannot cover all the PERSON mentions. 
The appellation words are extracted before or after 
the person entity. When some appellation word 
appears in the test data, the NP mention before or 
after the appellation word should be a person entity, 
if they compose a larger NP mention.  

The Gender feature was generated at the same 
time of the ‘PERSON’ generation. We separate the 

‘PERSON’ dictionary and appellation dictionary 
into male cluster and female cluster by the 
pronouns in the same chain.  

The generation of number feature is a little 
complicated. Since the Chinese word does not have 
plural form, the numerals and the quantifiers of the 
mention are the main basis to extract the number 
feature. We extract the numerals and the 
quantifiers from the training data and built regular 
expressions for determine the number feature of a 
mention in test data. Other determinative rules for 
number feature extraction are shown below: 

If the word ‘们’ appears in a mention tail, this 
mention is plural. For example ‘同学’(student) is 
singular and ‘同学们’(students) is plural. 

If the word ‘和’(and) appears in the middle of a 
mention A, and the two parts separated by ‘和’ are 
sub-mentions of A,  mention A should be plural. 
Other words which have the similar meaning of 
‘和’, such as ‘同’, ‘与’ and ‘跟’, are considered.  

The time and date coreference resolution is also 
considered. The NP mentions which contain 
temporal words are processed separately since 
these categories of name entity are not provided. 
These temporal words are also extracted from 
training data. Since the head words of these 
mentions are themselves, the two time or date 
mentions are coreferential if they are the same or 
one must be a part of the other’s tail. For example 
‘今年九月’(this September) and ‘九月’(September) 
which are not nested should be coreferential. 

4.4 Chinese open task 

For the Chinese open task we use several tools to 
generate features we need. 

NE generation: LTP is a Chinese parser that can 
generate the features such as Part-of-Speech, Parse 
bit, Named Entities (Liu et al., 2011). We only use 
LTP for the NE generation. However, the NE 
labels of LTP are different with that provided by 
the gold training data and need to be transformed. 
The difference of word segmentation between LTP 
and the provided data also made some errors. At 
last we find the NE feature from LTP does not 
perform well and it will be discussed in section 5. 

The conversion of pinyin-to-character is also 
used in the Chinese open task. The speaker 
provided in the training data is given in pinyin 
form. The speaker might be the ‘PERSON’ 
mention in the context. When we determine the 
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pronoun coreference, we need to know whether the 
speaker and the ‘PERSON’ mention are same.  

Other tools used in open task contain appellation 
dictionary, gender dictionary, geographical name 
dictionary and temporal word dictionary (Bo et al., 
2009). These dictionaries are more complete than 
those used in the closed task, although the 
enhancements are also limited. 

5 Results and Discussion  

Table 2 to table 4 show the results of English 
coreference resolution on the gold and auto 
development and the test data. The results of the 
auto development data and the test data are close 
and lower than that of the gold data. Since the 
deterministic rules can not cover all the cases, 
there is still an improvement if we could make the 
deterministic rules more complete. 
 
Measure R  P F1 
Mention detection 
MUC 
B3 

77.7 
65.1 
69.2 

71.8 
62.9 
70.9 

74.6
64 

70.1
CEAF(E) 

(CEAF(E)+MUC+B3)/3 
46.4 48.9 47.6

60.6
 

Table 2: Results of the English gold development 
data  

 
Measure R  P F1 
Mention detection 
MUC 
B3 

72.4 
62.3 
66.7 

71.5 
62.8 
71.8 

72 
62 

69.1
CEAF(E) 

(CEAF(E)+MUC+B3)/3 
46.4 44.9 45.6

58.9
 

Table 3: Results of the English auto development 
data  

 
Measure R P F1 
Mention detection 
MUC 
B3 

73.2 
62.1 
66.2 

71.9
63 

70.5

72.53
63 

68.3
CEAF(E) 
CEAF(M) 
 BLANC 
(CEAF(E)+MUC+B3)/3 

45.7 
57.3 
72.1 

44.7
57.3
76.9

45.2
57.3
74.2
58.68

 
Table 4: Results of English test data  

 

The results of the closed Chinese performance 
on the gold and auto development and the test data 
are shown in table 5 to table 7. The performance of 
the auto development data and the test data has 
about 4% decline to that of the gold development 
on F1 of coreference resolution. It means the 
Chinese results are also partly affected by the parse 
feature. In fact we attempted to revise the parse 
feature of the auto development data using regular 
expressions. Yet the complicacy and unacceptable 
results made us abandon that.  
 
Measure R  P F1 
Mention detection 
MUC 
B3 

 82.3 
71.6 
76.7 

69.8
64.3
74.2

75.5 
67.7 
75.4 

CEAF(E)
(CEAF(E)+MUC+B3)/3

49 56.5 52.5 
65.2 

 
Table 5: Closed results of the Chinese gold 

development data  
 
Measure R P  F1 
Mention detection 
MUC 
B3 

74.2 
63.6 
73.1 

66 
60 

73.5

70 
61.7 
73.3 

CEAF(E)
(CEAF(E)+MUC+B3)/3

47.3 50.6 48.9 
61.3 

 
Table 6: Closed results of the Chinese auto 

development data 
 
Measure R P F1 
Mention detection 
MUC 
B3 

72.8 
62.4 
73.1 

64.1 
58.4 
72.7 

68.15
60.3
72.9

CEAF(E) 
CEAF(M) 
BLANC 
(CEAF(E)+MUC+B3)/3

47.1 
59.6 
73.7 

50.7 
59.6 
78.2 

48.8
59.6
75.8

60.69
 

Table 7: Closed results of the Chinese test data  
 

The results of the open Chinese performance on 
the gold and auto development and the test data are 
shown in table 8 to table 10. The performance is 
similar with that of the closed task. However, the 
improvement between F1 of the open task and F1 
of the closed task is limited. We also get the F1 of 
the closed and open test results using gold parser 
which are 66.46 and 66.38. The open result is even 
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lower. This can be explained. The performance 
enhanced by the dictionaries we used for the open 
task are limited because the open dictionaries 
information which appears in the test data is not 
much more than that of the closed dictionaries 
which generated from the training data, although 
the total information of the former is much larger.  
The named entities generated by LTP have some 
errors such as person identification errors and will 
caused coreferential errors in Pronoun-NP stage. 
For the time we did not use LTP well and some 
other open tools such as Wikipedia and Baidu 
Baike should be applied in the open task.  

  
Measure R P F1 
Mention detection 
MUC 
B3 

82.4 
72.3 
77.7 

69.3
63.8
73.3

75.3 
67.8 
75.4 

CEAF(E) 

(CEAF(E)+MUC+B3)/3 
48.3 56.8 52.2 

65.1 
 

Table 8: Open results of the Chinese gold 
development data  

 
Measure R  P F1 
Mention detection 
MUC 
B3 

75.1 
64.9 
74.2 

65.7
59.9
72.6

70.1 
62.3 
73.4 

CEAF(E) 

(CEAF(E)+MUC+B3)/3 
46.7 51.5 49 

61.6 
 

Table 9: Open results of the Chinese auto 
development data 

 
Measure R P F1 
Mention detection 
MUC 
B3 

73.7 
63.7 
74 

64 
58.5
72.2

68.49
61 

73.1 
CEAF(E) 
CEAF(M) 
BLANC 
(CEAF(E)+MUC+B3)/3 

60.1 
46.8 
74.3 

60.1
51.5
78 

60.1 
49 
76 

61.02
 

Table 10: Open results of the Chinese test data  
 

The results of the gold-mention-boundaries and 
gold-mentions data of the English and Chinese 
closed task are shown in table 11 and 12. Although 
the mention detection stage is optimized by the 
gold-mention-boundaries and gold-mentions data 
and the final performance is enhanced, there is still 

space to enhance in the coreference resolution 
stage. The recall of mention detection of gold-
mentions is 99.8. This problem will be explored in 
our future work.  

 
Data R P F1 
Mention detection(A) 
gold-mention-boundaries
Mention detection(B) 
gold-mentions 

75.7 
 

80 

70.8
 

100

73.2 
59.50
88.91
69.88

 
Table 11: Results of the English closed gold-

mention-boundaries and gold-mentions data, (A) is 
the mention detection score of the gold-mention-
boundaries and (B) is the score of the gold-
mentions. 

 
Data R P F1 
Mention detection(A) 
gold-mention-boundaries
Mention detection(B) 
gold-mentions 

82.9 
 

81.7 

66.9
 
99.8

74.02
64.42
89.85
76.05

 
Table 12: Results of the Chinese closed gold-

mention-boundaries and gold-mentions data  

6 Conclusion 

In this paper we described a mixed deterministic 
model for coreference resolution of English and 
Chinese. We start the mention detection from 
extracting candidates based on the parse feature. 
The pre-processing which contains static rules and 
decision tree is applied to remove the defective 
candidates. In the coreference resolution stage the 
task is divided into several sub-problems and for 
each sub-problem the deterministic rules are 
constructed based on limited features. For the 
Chinese closed task we use regular patterns to 
generate named entities, gender and number from 
the training data. Several tools and dictionaries are 
applied for the Chinese open task. The result is not 
as good as we supposed since the feature errors 
caused by these tools also made the coreferential 
errors.  

However, a deeper error analysis is needed in 
the construction of deterministic rules. The feature 
of the predicate arguments is not used well. 
Although the open performance of the Chinese 
task is not good, we still believe that complete and 
accurate prior knowledge can help solve the task.  
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Abstract

This paper describes our system participat-

ing in the CoNLL-2012 shared task: Mod-

eling Multilingual Unrestricted Coreference

in Ontonotes. Maximum entropy models are

used for our system as classifiers to deter-

mine the coreference relationship between ev-

ery two mentions (usually noun phrases and

pronouns) in each document. We exploit rich

lexical, syntactic and semantic features for the

system, and the final features are selected us-

ing a greedy forward and backward strategy

from an initial feature set. Our system partici-

pated in the closed track for both English and

Chinese languages.

1 Introduction

In this paper, we present our system for the CoNLL-

2012 shared task which aims to model coreference

resolution for multiple languages. The task of coref-

erence resolution is to group different mentions in a

document into coreference equivalent classes (Prad-

han et al., 2012). Plenty of machine learning al-

gorithms such as Decision tree (Ng and Cardie,

2002), maximum entropy model, logistic regres-

sion (Björkelund and Nugues, 2011), Support Vec-

tor Machines, have been used to solve this problem.

Meanwhile, the CoNLL-2011 shared task on En-

glish language show that a well-designed rule-based

approach can achieve a comparable performance as

a statistical one (Pradhan et al., 2011).

Our system treats coreference resolution problem

as classification problem by determining whether

every two mentions in a document has a corefer-

ence relationship or not. We use maximum entropy

(ME) models to train the classifiers. Previous work

reveal that features play an important role on coref-

erence resolution problem, and many different kinds

of features has been exploited. In this paper, we use

many different lexical, syntactic and semantic fea-

tures as candidate features, and use a greedy forward

and backward approach for feature selection for ME

models.

2 System Description

The framework of our system is shown in figure 1. It

includes four components: candidate mention selec-

tion, training example generation, model generation,

and decoding algorithm for test data. The details of

each component as described below.

2.1 Candidate Mention Selection

In both training and test sets, our system only con-

sider all noun phrases (NP) and pronouns (PRP,

PRP$) as candidate mentions for both English and

Chinese. The mentions in each sentence are ob-

tained from given syntactic tree by their syntactic

label. Other phrases in the syntactic tree are omit-

ted due to their small proportion. For example, in

the English training dataset, our candidate mentions

includes about 91% of golden mentions.

2.2 Training Example Generation

There are many different training example gen-

eration algorithms, e.g., McCarthy and Lehnert’s

method, Soon et al.s method, Ng and Cardies

method (Ng, 2005). For our baseline system, we

choose Soon et al.’s method because it is easily un-

derstandable, implemented and popularly used. It
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Figure 1: The framework of our coreference resolution

system

selects pairs of two coreferent mentions as positive

examples, and pairs between mentions among the

two mentions and the last mention as negative ex-

amples.

2.3 Feature Selection

Rich and meaningful features are important for

coreference resolution. Our system starts with

Soon’s 12 features as baseline features (Soon et al.,

2001), and exploits many lexical, syntactic, and se-

mantic features as candidate features. Totally 71 fea-

tures are considered in our system, and summarized

below:� Distance features: sentence distance, distance

in phrases, whether it’s a first mention (Strube

et al., 2002)� Lexical features: string match, partial match,

apposition, proper name match, head word

match, partial head word match, minimum edit

distance (Daumé III and Marcu, 2005)� Grammatical features: pronoun, demonstrative

noun phrase, embedded noun, gender agree-

ment, number agreement (Soon et al., 2001)� Syntactic features: same head, maximal NP,

syntactic path (Yang et al., 2006)� Semantic features: semantic class agreement,

governing verb and its grammatical role, predi-

cate (Ponzetto and Strube, 2006)

For English, the number agreement and gender

agreement features can be obtained through the gen-

der corpus provided. However, there is no corpus

for Chinese. Our system obtains this information

by collecting dictionaries for number and gender in-

formation from training dataset. For example, the

Algorithm 1 Greedy forward and backward feature

selection
Initialization: all candidate features in set C

Choose initial feature set 

Compute F1 with features c

while forward jj backward:

while forward:

for each feature f in C-c

Compute F1 with features c+f

if best(F1) increases:

backward = true, c=c+f, continue forward

else forward = false

while backward:

for each feature f in in c

Compute F1 with features c-f

if best(F1) increases:

forward = true, c=c-f continue backward

else backward = false

pronoun ”Ö” (he) denotes a male mention, and the

noun phrase ”sË” (girlfriend) represents a female

mention. Similarly for number information, e.g., the

mentions containing ”�” (and), ”¤” (group) are

plural. We use these words to build number and

gender dictionaries, and determine the number and

gender information of a new mention by checking

whether one of the words in the dictionaries is in the

mention.

For semantic class agreement feature in English,

the relation between two mentions is extracted from

WordNet 3.0 (Ng, 2007),(Miller, 1995). There is no

corresponding dictionary for Chinese, so we keep

it blank. The head word for each mention is se-

lected by its dependency head, which can be ex-

tracted throught the conversion head rules ( English
1 and Chinese 2).

Maximum Entropy modeling is used to train the

classifier for our system 3. We employ a greedy for-

ward and backward procedure for feature selection.

The procedure is shown in Algorithm 1.

The algorithm will iterate forward and backward

procedures until the performance does not improve.

We use two initial feature sets: a blank set and

Soon’s baseline feature set. Both feature sets start

1http://w3.msi.vxu.se/ nivre/research/headrules.txt
2http://w3.msi.vxu.se/ nivre/research/chn headrules.txt
3http://homepages.inf.ed.ac.uk/lzhang10/maxent.html
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with a forward procedure.

2.4 Decoding

For every candidate mention pair, to determine their

coreference relationship is simple because the prob-

ability whether they are coreferent can be obtained

by our maximum entropy model. We can just set a

threshold � = 0:5 and select the pairs with probabil-

ity larger than �. But usually it is hard for multiple

mentions. Suppose there are three mentions A, B, C

where the probability between A and B, A and C is

larger than �, but B and C is small. Thus choosing

an appropriate decoding algorithm is necessary.

We use best-first clustering method for our system

which for each candidate mention in a document,

chooses the mention before it with best probability

larger than threshold �. The difference between En-

glish and Chinese is that we consider the coreference

relationship of two mentions nested in Chinese, but

not in English.

3 Experiments

3.1 Setting

Our system participates in the English and Chinese

closed tracks with auto mentions. For both the En-

glish and Chinese datasets, we use gold annotated

training data for training, and a portion of auto an-

notated development data for feature selection. Only

part of development data is chosen because the eval-

uation procedure takes lot of time. To simplify, We

only select one or two file in each directory as our

development data.

The performance of the system is evaluated on

MUC, B-CUBED, CEAF(M), CEAF(E), BLANC

metrics. The official metric is calculated as(MUC+B3+CEAF )=3.

3.2 Development set

Figures 2 and 3 show the performance on the En-

glish and Chinese development datasets using fea-

ture selection starting from a empty feature set and

Soon’s baseline feature set. The x-axis means the

number of iterations with either forward or back-

ward selection. The performance on Soon’s baseline

feature set for both languages are shown on 1st itera-

tion. The performance from empty feature set starts

on 2nd iteration. From these figures, we can see that

Figure 2: Performance of English development data with

Feature selection

Figure 3: Performance of Chinese development data with

Feature selection

using feature selection in both initial feature sets, the

performance improves.

However the performance of our system is im-

proved only on a few iteration. The best system for

English stops at the 4th iteration with total 10 fea-

tures left, which starts from Soon’s baseline feature

set. Similarly, the system for Chinese achieves its

best performance at the 4th iteration with only 8 fea-

tures. The phenomenon reveals that most of the fea-

tures left for our system are still from Soon’s base-

line features, and our newly exploited lexical, syn-

tactic, and semantic features are not well utilized.

Then we evaluate our model on the entire devel-

opment data. The results are shown on Table 1.

Comparing Figures 2, 3 and Table 1, we can observe

that the performance on entire development data is

lower than part one, about 1% decrease.

3.3 Test

For test data, we retrain our model on both gold

training data and development data using the se-

lected features. The final results for English and

Chinese are shown in Table 2.
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Model English Chinese

MUC 49.28 48.31B3 62.79 67.97

CEAF(M) 46.77 49.49

CEAF(E) 38.19 38.9

BLANC 66.31 68.91

Average 50.09 51.73

Table 1: Results on entire development data

Model English Chinese

MUC 48.27 48.09B3 61.37 68.31

CEAF(M) 44.83 49.92

CEAF(E) 36.68 38.89

BLANC 65.42 71.44

Official 48.77 51.76

Table 2: Results on test data

Comparing tables 2 and 1, we can observe that

the performance for the Chinese test data is similar

as the development data. The result seems reason-

able because the model for testing use additional de-

velopment data which is much smaller than training

data. However, the result on English test data seem a

little odd. The performance is about 1.4% less than

that on the development data. The result needs fur-

ther analysis.

4 Conclusion

In this paper, we presented our coreference resolu-

tion system which uses maximum entropy model to

determine the coreference relationship between two

mentions. Our system exploits many lexical, syn-

tactic and semantic features. However, using greedy

forward and backward feature selection strategy for

ME model, these rich features are not well utilized.

In future work we will analyze the reason for this

phenomenon and extend these features to other ma-

chine learning algorithms.
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Abstract

The current work presents the participa-
tion of UBIU (Zhekova and Kübler, 2010)
in the CoNLL-2012 Shared Task: Model-
ing Multilingual Unrestricted Coreference in
OntoNotes (Pradhan et al., 2012). Our system
deals with all three languages: Arabic, Chi-
nese and English. The system results show
that UBIU works reliably across all three lan-
guages, reaching an average score of 40.57 for
Arabic, 46.12 for Chinese, and 48.70 for En-
glish. For Arabic and Chinese, the system pro-
duces high precision, while for English, preci-
sion and recall are balanced, which leads to
the highest results across languages.

1 Introduction

Multilingual coreference resolution has been gain-
ing considerable interest among researchers in re-
cent years. Yet, only a very small number of sys-
tems target coreference resolution (CR) for more
than one language (Mitkov, 1999; Harabagiu and
Maiorano, 2000; Luo and Zitouni, 2005). A first
attempt at gaining insight into the comparability of
systems on different languages was accomplished in
the SemEval-2010 Task 1: Coreference Resolution
in Multiple Languages (Recasens et al., 2010). Six
systems participated in that task, UBIU (Zhekova
and Kübler, 2010) among them. However, since sys-
tems participated across the various languages rather
irregularly, Recasens et al. (2010) reported that the
data points were too few to allow for a proper com-
parison between different approaches. Further sig-
nificant issues concerned system portability across

the various languages and the respective language
tuning, the influence of the quantity and quality of
diverse linguistic annotations as well as the perfor-
mance and behavior of various evaluation metrics.

The CoNLL-2011 Shared Task: Modeling Unre-
stricted Coreference in OntoNotes (Pradhan et al.,
2011) targeted unrestricted CR, which aims at iden-
tifying nominal coreference but also event corefer-
ence, within an English data set from the OntoNotes
corpus. Not surprisingly, attempting to include such
event mentions had a detrimental effect on over-
all accuracy, and the best performing systems (e.g.,
(Lee et al., 2011)) did not attempt event anaphora.
The current shared task extends the task definition to
three different languages (Arabic, Chinese and En-
glish), which can prove challenging for rule-based
approaches such as the best performing system from
2011 (Lee et al., 2011).

In the current paper, we present UBIU, a memory-
based coreference resolution system, and its re-
sults in the CoNLL-2012 Shared Task. We give an
overview of UBIU in Section 2. In Section 3, we
present the system results, after which Section 4 lays
out some conclusive remarks.

2 UBIU

UBIU (Zhekova and Kübler, 2010) is a corefer-
ence resolution system designed specifically for a
multilingual setting. As shown by Recasens et al.
(2010), multilingual coreference resolution can be
approached by various machine learning methods
since machine learning provides a possibility for ro-
bust abstraction over the variation of language phe-
nomena and specificity. Therefore, UBIU employs88



a machine learning approach, memory-based learn-
ing (MBL) since it has proven to be a good so-
lution to various natural language processing tasks
(Daelemans and van den Bosch, 2005). We em-
ploy TiMBL (Daelemans et al., 2010), which uses
k nearest neighbour classification to assign class la-
bels to the targeted instances. The classifier set-
tings we used were determined by a non-exhaustive
search over the development data and are as follows:
the IB1 algorithm, similarity is computed based on
weighted overlap, gain ratio is used for the relevance
weights and the number of nearest neighbors is set to
k=3 (cf. (Daelemans et al., 2010) for an explanation
of the system parameters).

In UBIU, we use a pairwise mention model (Soon
et al., 2001; Broscheit et al., 2010) since this model
has proven more robust towards multiple languages
(Wunsch, 2009) than more elaborate ones. We con-
centrate on nominal coreference resolution, i.e. we
ignore the more unrestricted cases of event corefer-
ence. Below, we describe the modules used in UBIU
in more detail.

2.1 Preprocessing

The preprocessing module oversees the proper for-
matting of the data for all modules applied in later
stages during coreference resolution. During pre-
processing, we use the speaker information, if pro-
vided, and replace all 1st person singular pronouns
from the token position with the information pro-
vided in the speaker column and adjust the POS tag
correspondingly.

2.2 Mention Detection

Mention detection is the process of detecting the
phrases that are potentially coreferent and are thus
considered candidates for the coreference process.
Mention detection in UBIU is based on the parse and
named entity information provided by the shared
task. This step is crucial for the overall system per-
formance, and we aim for high recall at this stage.
Singleton mentions that are added in this step can
be filtered out in later stages. However, if we fail
to detect a mention in this stage, it cannot be added
later. We predict a mention for each noun phrase and
named entity provided in the data. Additionally, we
extract mentions for possessive pronouns in English
as only those did not correspond to a noun phrase in

MD
R P F1

Arabic 97.13 19.06 31.87
Chinese 98.33 31.64 47.88
English 96.73 30.75 46.67

Table 1: Mention detection (development set).

the syntactic structure provided by the task. In Ara-
bic and Chinese, possessives are already marked as
noun phrases.

The system results on mention detection on the
development set are listed in Table 1. The results
show that we reach very high recall but low preci-
sion, as intended. The majority of the errors are due
to discrepancies between noun phrases and named
entities on the one hand and mentions on the other.
Furthermore, since we do not target event corefer-
ence, we do not add mentions for the verbs in the
data, which leads to a reduction of recall.

In all further system modules, we represent a
mention by its head, which is extracted via heuris-
tic methods. For Arabic, we select the first noun or
pronoun while for Chinese and English, we extract
the the pronoun or the last noun of a mention unless
it is a common title. Additionally, we filter out men-
tions that correspond to types of named entities that
in a majority of the cases in the training data are not
coreferent (i.e. cardinals, ordinals, etc.).

One problem with representing mentions mostly
by their head is that it is difficult to decide between
the different mention spans of a head. Since auto-
matic mentions are considered correct only if they
match the exact span of a gold mention, we include
all identified mention spans for every extracted head
for classification, which can lead to losses in evalu-
ation. For example, consider the instance from the
development set in (1): the noun phrase the Avenue
of Stars is coreferent and thus marked as a gold men-
tion (key 7). UBIU extracts two different spans for
the same head Avenue: the Avenue (MD 3) and the
Avenue of Stars (MD 5).

(1)

token POS parse key MD output
the DT (NP(NP* (7 (3|(5 (9
Avenue NNP *) - 3) 9)
of IN (PP* - - -
Stars NNPS (NP*))) 7) (4)|5) -

Both mention spans are passed to the coreference
resolver, together with additional features (i.e. men-89



MD MUC B3 CEAFE Average
F1 F1 F1 F1 F1

long 100.0 100.0 100.0 100.0 100.0
short 50.00 0 66.66 66.66 44.44

Table 2: The scores for the short example in (1).

tion length, head modification, etc.) that will allow
the resolver to distinguish between the spans. The
classifier decides that the shorter mention is coref-
erent and that the longer mention is a singleton. In
order to show the effect of this decision, we assume
that there is one coreferent mention to key 7. We
consider the two possible spans and show the re-
spective scores in Table 2. The evaluation in Table 2
shows that providing the correct coreference link but
the wrong, short mention span, the Avenue, has con-
siderable effects to the overall performance. First,
as defined by the task, the mention is ignored by all
evaluation metrics leading to a decrease in mention
detection and coreference performance. Moreover,
the fact that this mention is ignored means that the
second mention becomes a singleton and is not con-
sidered by MUC either, leading to an F1 score of 0.
This example shows the importance of selecting the
correct mention span.

2.3 Singleton Classification

A singleton is a mention which corefers with no
other mention, either because it does not refer to any
entity or because it refers to an entity with no other
mentions in the discourse. Because singletons com-
prise the majority of mentions in a discourse, their
presence can have a substantial effect on the perfor-
mance of machine learning approaches to CR, both
because they complicate the learning task and be-
cause they heavily skew the proportion in the train-
ing data towards negative instances, which can bias
the learner towards assuming no coreference relation
between pairs of mentions. For this reason, informa-
tion concerning singletons needs to be incorporated
into the CR process so that such mentions can be
eliminated from consideration.

Boyd et al. (2005), Ng and Cardie (2002), and
Evans (2001) experimented with machine learning
approaches to detect and/or eliminate singletons,
finding that such a module provides an improve-
ment in CR performance provided that the classifier

# Feature Description
1 the depth of the mention in the syntax tree
2 the length of the mention
3 the head token of the mention
4 the POS tag of the head
5 the NE of the head
6 the NE of the mention
7 PR if the head is premodified, PO if it is not; UN otherwise
8 D if the head is in a definite mention; I otherwise
9 the predicate argument corresponding to the mention

10 left context token on position token -3
11 left context token on position token -2
12 left context token on position token -1
13 left context POS tag of token on position token -3
14 left context POS tag of token on position token -2
15 left context POS tag of token on position token -1
10 right context token on position token +1
11 right context token on position token +2
12 right context token on position token +3
13 right context POS tag of token on position token +1
14 right context POS tag of token on position token +2
15 right context POS tag of token on position token +3
16 the syntactic label of the mother node
17 the syntactic label of the grandmother node
18 a concatenation of the labels of the preceding nodes
19 C if the mention is in a PP; else I

Table 3: The features used by the singleton classifier.

does not eliminate non-singletons too frequently. Ng
(2004) additionally compared various feature- and
constraint-based approaches to incorporating single-
ton information into the CR pipeline. Feature-based
approaches integrate information from the single-
ton classifier as features while constraint-based ap-
proaches filter singletons from the mention set. Fol-
lowing these works, we include a k nearest neigh-
bor classifier for singleton mentions in UBIU with
19 commonly-used features described below. How-
ever, unlike Ng (2004), we use a combination of the
feature- and constraint-based approaches to incorpo-
rate the classifier’s results.

Each training/testing instance represents a noun
phrase or a named entity from the data together with
features describing this phrase in its discourse. The
list of features is shown in Table 3. The instances
that are classified by the learner as singletons with
a distance to their nearest neighbor below a thresh-
old (i.e., half the average distance observed in the
training data) are filtered from the mention set, and
are thus not considered in the pairwise coreference
classification. For the remainder of the mentions, the
class that the singletons classifier has assigned to the
instance is used as a feature in the coreference clas-
sifier. Experiments on the development set showed90



MD MUC B3 CEAFE Average
F1 F1 F1 F1 F1

Arabic +SC 58.36 34.75 58.26 37.39 43.47
-SC 56.12 34.96 58.52 36.05 43.18

Chinese +SC 52.30 42.70 61.11 32.86 45.56
-SC 50.40 41.19 60.96 32.47 44.87

English +SC 67.38 53.20 59.23 34.90 49.11
-SC 65.55 51.57 59.18 34.38 48.38

Table 4: Evaluation of using (+SC) or not (-SC) the sin-
gleton classifier in UBIU on the development set.

that the most important features across all languages
are the POS tag of the head word, definiteness, and
the mother node in the syntactic representation. In-
formation about head modification is helpful for En-
glish and Arabic, but not for Chinese.

The results of using the singleton classifier in
UBIU on the development set are shown in Table 4.
They show a moderate improvement for all evalu-
ation metrics and all languages, with the exception
of MUC and B3 for Arabic. The most noticeable
improvement can be observed in mention detection,
which gains approx. 2% in all languages. A man-
ual inspection of the development data shows that
the version using the singleton classifier extracts a
slightly higher number of coreferent mentions than
the version without. However, the reduction of men-
tions that are never coreferent, which was the main
goal of the singleton classifier, is also present in the
version without the classifier, so that the results of
the classifier only have a minimal influence on the
final results.

2.4 Coreference Classification

Coreference classification is the process in which
all identified mentions are paired up and features
are extracted to build feature vectors that represent
the mention pairs in their context. Each mention
is represented in the feature vector by its syntactic
head. The vectors for the pairs are then used by the
memory-based learner TiMBL.

As anaphoric mentions, we consider all definite
phrases; we then create a pair for each anaphor with
each mention preceding it within a window of 10
(English, Chinese) or 7 (Arabic) sentences. We con-
sider a shorter window of sentences for Arabic be-
cause of its NP-rich syntactic structure and its longer
sentences, which leads to an increased number of
possible mention pairs. The set of features that we

use, listed in Table 5, is an extension of the set by
Rahman and Ng (2009). Before classification, we
apply a morphological filter, which excludes vectors
that disagree in number or gender (applied only if
the respective information is provided or can be de-
duced from the data).

Both the anaphor and the antecedent carry a la-
bel assigned to them by the singletons classifier.
Yet, we consider as anaphoric only the heads of
definite mentions. Including a feature representing
the class assigned by the singletons classifier for
each anaphor triggers a conservative learner behav-
ior, i.e., fewer positive classes are assigned. Thus, to
account for this behavior, we ignore those labels for
the anaphor and include only one feature (no. 25 in
Table 5) in the vector for the antecedent.

2.5 Postprocessing

In postprocessing, we create the equivalence classes
of mentions that were classified as coreferent and

# Feature Description
1 mj - the antecedent
2 mk - the mention (further m.) to be resolved
3 C if mj is a pronoun; else I
4 C if mk is a pronoun; else I
5 the concatenated values of feature 3 and feature 4
6 C if the m. are the same string; else I
7 C if one m. is a substring of the other; else I
8 C if both m. are pronominal and are the same string; else I
9 C if both are non-pronominal and are the same string; else I

10 C if both are pronouns; I if neither is a pronoun; else U
11 C if both are proper nouns; I if neither is; else U
12 C if both m. have the same speaker; I if they do not
13 C if both m. are the same named entity; I if they are not and

U if they are not assigned a NE
14 token distance between mj and mk

15 sentence distance between mj and mk

16 normalised levenstein distance for both m.
17 PR if mj is premodified, PO if it is not; UN otherwise
18 PR if mk is premodified, PO if it is not; UN otherwise
19 the concatenated values for feature 17 and 18
20 D if mj is in a definite m.; I otherwise
21 C if mj is within the subject; I-within an object; U otherwise
22 C if mk is within the subject; I-within an object; U otherwise
23 C if neither is embedded in a PP; I otherwise
24 C if neither is embedded in a NP; I otherwise
25 C if mj has been classified as singleton; I otherwise
26 C if both are within ARG0-ARG4; I-within ARGM; else U
27 C if mj is within ARG0-ARG4; I-within ARGM; else U
28 C if mk is within ARG0-ARG4; I-within ARGM; else U
29 concatenated values for features 27 and 28
30 the predicate argument label for mj

31 the predicate argument label for mk

32 C if both m. agree in number; else I
33 C if both m. agree in gender; else I

Table 5: The features used by the coreference classifier.91



MD MUC B3 CEAFE Average
R P F1 R P F1 R P F1 R P F1 F1

Automatic Mention Detection

auto
Arabic 27.54 80.34 41.02 19.64 62.13 29.85 41.91 90.72 57.33 56.79 24.81 34.53 40.57
Chinese 35.12 72.52 47.32 31.19 57.97 40.56 49.49 77.65 60.45 45.92 25.24 32.58 44.53
English 65.78 68.49 67.11 54.28 52.79 53.52 62.26 54.90 58.35 33.52 34.96 34.22 48.70

gold
Arabic 28.00 82.21 41.78 15.47 45.92 23.15 39.22 84.86 53.65 55.10 24.22 33.65 36.82
Chinese 37.84 74.84 50.27 33.95 60.29 43.44 50.95 77.28 61.41 46.68 26.13 33.50 46.12
English 66.05 69.62 67.79 54.45 53.59 54.02 61.66 55.62 58.48 33.82 34.65 34.23 48.91

Gold Mention Boundaries

auto
Arabic 27.48 75.53 40.29 18.75 56.47 28.16 42.67 89.25 57.74 55.53 25.36 34.82 40.24
Chinese 36.97 73.98 49.30 32.09 58.30 41.39 49.43 77.38 60.32 46.35 25.71 33.07 44.93
English 66.45 70.91 68.61 54.96 54.67 54.82 61.85 55.60 58.56 34.38 34.67 34.53 49.30

gold
Arabic 28.06 82.39 41.87 15.56 46.18 23.28 39.23 84.95 53.67 55.10 24.20 33.63 36.86
Chinese 37.89 74.79 50.30 33.93 60.19 43.39 50.87 77.27 61.35 46.62 26.13 33.49 46.08
English 65.82 71.72 68.65 54.68 55.51 55.09 61.22 56.59 58.82 34.85 34.04 34.44 49.45

Gold Mentions

auto
Arabic 100 100 100 42.48 80.36 55.58 50.87 89.69 64.92 71.96 34.52 46.66 55.72
Chinese 100 100 100 42.02 79.57 55.00 50.22 80.81 61.94 60.27 27.08 37.37 51.44
English 100 100 100 68.38 78.11 72.92 63.04 58.60 60.74 52.64 37.10 43.53 59.06

gold
Arabic 100 100 100 45.58 73.27 56.20 52.27 82.35 63.95 70.17 37.54 48.91 56.35
Chinese 100 100 100 44.12 80.89 57.10 51.79 80.53 63.04 60.37 27.69 37.96 52.70
English 100 100 100 68.54 78.10 73.01 63.14 58.63 60.80 52.84 37.44 43.83 59.21

Table 6: UBIU system performance in the shared task.

insert the appropriate class/entity IDs in the data,
removing mentions that constitute a class on their
own – singletons. We bind all pronouns (except the
ones that were labeled as singletons by the singleton
classifier) that were not assigned an antecedent to
the last seen subject and if such is not present to the
last seen mention. We consider all positively classi-
fied instances in the clustering process.

3 Evaluation

The results of the final system evaluation are pre-
sented in Table 6. Comparing the results for mention
detection (MD) on the development set (see Table 1,
which shows MD before the resolution step) and the
final test set (Table 6, showing MD after resolution
and the deletion of singletons), we encounter a rever-
sal of precision and recall tendencies (even though
the results are not fully comparable since they are
based on different data sets). This is due to the fact
that during mention detection, we aim for high re-
call, and after coreference resolution, all mentions
identified as singletons by the system are excluded
from the answer set. Thus mentions that are coref-
erent in the key set but wrongly classified in the an-
swer set are removed, leading to a decrease in re-
call. With regard to MD precision, a considerable
increase is recorded, showing that the majority of
the mentions that the system indicates as coreferent

have the correct mention spans. Additionally, the
problem of selecting the correct span (as described
in Section 2) is another factor that has a considerable
effect on precision at that stage – mentions that were
accurately attached to the correct coreference chain
are not considered if their span is not identical to the
span of their counterparts in the key set.

Automatic Mention Detection In the first part in
Table 6, we show the system scores for UBIU’s per-
formance when no mention information is provided
in the data. We report both gold (using gold linguis-
tic annotations) and auto (using automatically an-
notated data) settings. A comparison of the results
shows that there are only minor differences between
them with gold outperforming auto apart from Ara-
bic for which there is a drop of 3.75 points in the
gold setting. However, the small difference between
all results shows that the quality of the automatic an-
notation is good enough for a CR system and that
further improvements in the quality of the linguistic
information will not necessarily improve CR.

If we compare results across languages, we see
that Arabic has the lowest results. One of the rea-
sons for this decreased performance can be found in
the NP-rich syntactic structure of Arabic. This leads
to a high number of identified mentions and in com-
bination with the longer sentence length to a higher92



number of training/test instances. Another reason
for the drop in performance for Arabic can be found
in the lack of annotations expected by our system
(named entities and predicted arguments) that were
not provided by the task due to time constraints and
the accuracy of the annotations. Further, Arabic is
a morphologically rich language for which only the
simplified standard POS tags were provided and not
the gold standard ones that contain much richer and
thus more helpful morphology information.

The results for Chinese and English are relatively
close. We can also see that the CEAFE results are
extremely close, with a difference of less than 1%.
MUC, in contrast, shows the largest differences with
more than 30% between Arabic and English in the
gold setting. It is also noteworthy that the results for
English show a balance between precision and recall
while both Arabic and Chinese favor precision over
recall in terms of mention detection, MUC, and B3.
The reasons for this difference between languages
need to be investigated further.

Gold Mention Boundaries The results for this set
of experiments is based on a version of the test set
that contains the gold boundaries of all mentions, in-
cluding singletons. Thus, we use these gold men-
tion boundaries instead of the ones generated by our
system. These experiments give us an insight on
how well UBIU performs on selecting the correct
boundaries. Since we do not expect the system’s
selection to be perfect, we would expect to see im-
proved system performance given the correct bound-
aries. The results are shown in the second part of
Table 6. As for using automatically generated men-
tions the tendencies in scores between gold and auto
linguistic annotations are kept. A further compari-
son of the overall results between the two settings
also shows only minor changes. The only exception
is the auto setting for Arabic, for which we see drop
in MD precision of approximately 5%. This also re-
sults in lower MUC and B3 precision and CEAFE

recall. The reasons for this drop in performance
need to be investigated further. The fact that most
results for both auto and gold settings change only
sightly shows that having information about the cor-
rect mention boundaries is not very helpful. Thus,
the system seems to have reached its optimal per-
formance on selecting mention boundaries given the

information that it has.

Gold Mentions The last set of experiments is
based on a version of the test set that contains the
gold mentions, i.e., all mentions that are coreferent,
but without any information about the identity of the
coreference chains. The results of this set of exper-
iments gives us information about the quality of the
coreference classifier. The results are shown in the
third part of Table 6. Using gold parses leads to
only minor improvement of the overall system per-
formance, yet, in that case all languages, including
Arabic, show consistent increase of results. Alto-
gether, there is a major improvement of the scores in
MD, MUC, and CEAFE . The B3 scores only show
minor improvements, resulting from a slight drop in
precision across languages. The results also show
considerably higher precision than recall for MUC
and B3, and higher recall for CEAFE . This means
that the coreference decisions that the system makes
are highly reliable but that it still has a preference
for treating coreferent mentions as singletons.

A comparison across languages shows that pro-
viding gold mentions has a considerable positive ef-
fect on the system performance for Arabic since for
that setting Chinese leads to lower overall scores.
We assume that this is again due to the NP-rich syn-
tactic structure of Arabic and the fact that provid-
ing the mentions decreases drastically the number of
mentions the system works with and has to choose
from during the resolution process.

4 Conclusion and Future Work

We presented the UBIU system for coreference res-
olution in a multilingual setting. The system per-
formed reliably across all three languages of the
CoNLL 2012 shared task. For the future, we are
planning an in-depth investigation of the perfor-
mance of the mention detection module and the sin-
gleton classifier, as well as in investigation into more
complex models for coreference classification than
the mention pair model.
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Abstract

We in this paper present the model for our
participation (BCMI) in the CoNLL-2012
Shared Task. This paper describes a pure
rule-based method, which assembles dif-
ferent filters in a proper order. Different
filters handle different situations and the
filtering strategies are designed manually.
These filters are assigned to different or-
dered tiers from general to special cases.
We participated in the Chinese and En-
glish closed tracks, scored 51.83 and 59.24
respectively.

1 Introduction

In this paper, we describes the approaches we u-
tilized for our participation in the CoNLL-2012
Shared Task. This year’s shared task targets at
modeling coreference resolution for multiple lan-
guages. Following (Lee et al., 2011), we extend-
s the methodology of deterministic coreference
model, using manually designed rules to rec-
ognize expressions with corresponding entities.
The deterministic coreference model (Raghu-
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No. 247619).
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nathan et al., 2010) has shown good perfor-
mance in the shared task of CoNLL-2011. This
kind of model focuses on filtering with ordered
tiers: One filter is applied at one time, from
highest to lowest precision. However, compared
with learning approaches (Soon et al., 2001), s-
ince effective rules are quite heterogeneous in
different languages, several filtering methods
should be redesigned when different languages
are considered. We modified the original Stan-
ford English coreference system1 to adapt to the
Chinese scenario. For the English participation,
we implemented the full strategies and interface
of the semantic-based filters which are not ob-
tained from the open source toolkit.

The rest of this paper is organized as follows:
In Section 2, we review the related work; In Sec-
tion 3, we describe the detail of our model of
handling coreference resolution in Chinese; Ex-
periment results are reported in Section 4 and
the conclusion is presented in Section 5.

2 Related Work

Many existing works have been published on
learning relation extractors via supervised (Soon
et al., 2001) or unsupervised (Haghighi and K-
lein, 2010; Poon and Domingos, 2008) approach-
es. For involving semantics, (Rahman and Ng,
2011) proposed a coreference resolution model
with world knowledge; By using word associa-
tions, (Kobdani et al., 2011) showed its effec-
tiveness to coreference resolution. Compared

1http://nlp.stanford.edu/software/dcoref.shtml95



with machine learning methods, (Raghunathan
et al., 2010) proposed rule-base models which
have been witnessed good performance.

Researchers began to work on Chinese coref-
erence resolution at a comparatively late date
and most of them adopt a machine learning
approach. (Guochen and Yunfei, 2005) based
their Chinese personal pronoun coreference res-
olution system on decision trees and (Naiquan et
al., 2009) realized a Chinese coreference resolu-
tion system based on maximum entropy model.
(Weixuan et al., 2010) proposes a SVM-based
approach to anaphora resolution of noun phrases
in Chinese and achieves the F-measure of 63.3%
in the evaluation on ACE 2005. (Guozhi et al.,
2011) presented a model for personal pronouns
anaphora resolution based on corpus,which us-
ing rule pretreatment combined with maximum
entropy.

3 Model for Chinese

In general, we adapt Stanford English corefer-
ence system to Chinese by making necessary
changes. The sketch of this deterministic model
is to extract mentions and relevant information
firstly; then several manually designed rules, or
filtering sieves are applied to identify the corefer-
ence. Moreover, these sieves are utilized in a pre-
designed order, which are sorted from highest to
lowest precision. The ordered filtering sieves are
listed in Table 1.

Ordered Sieves

1. Mention Detection Sieve

2. Discourse Processing Sieve

3. Exact String Match Sieve
4. Relaxed String Match Sieve

5. Precise Constructs Sieve
6. Head Matching Sieves

7. Proper Head Word Match Sieve

8. Pronouns Sieve

9. Post-Processing Sieve

Table 1: Ordered filtering sieves for Chinese. Modi-
fied sieves are bold.

We remove the semantic-based sieves due to
the resource constraints. The simplified version
consists of nine filtering sieves. The bold ones

in Table 1 are the modified sieves for Chinese.
First of all, we adopt the head finding rules for
Chinese used in (Levy and Manning, 2003), and
this affects sieve 4, 6 and 7 which are all take
advantage of the head words. And our change
to other sieves are described as follows.

• Mention Detection Sieve: We in this
sieve first extract all the noun phrases,
pronouns (the words with part-of-speech
(POS) tag PN), proper nouns (the word-
s with POS tag NR) and named entities.
Thus a mention candidate set is produced.
We then refine this set by removing several
types of candidates listed as follows:

1. Themeasure words, a special word pat-
tern in Chinese such as “ �
” (a year
of), “�ë” (a ton of).

2. Cardinals, percents and money.

3. A mention if a larger mention with the
same head word exists.

• Discourse Processing & Pronouns

Sieve: In these two sieves, we adapt
the common pronouns to Chinese. It in-
cludes “\” (you), “·” (I or me),“�” (he
or him),“¨” (she or her),“§” (it),“\�”
(plural of “you”), “·�” (we or us),“��”
(they, gender: male),“¨�” (they, gender:
female),“§�” (plural of “it”) and relative
pronoun “gC” (self). Besides these, we
enrich the pronouns set by adding “4”, “4�”, “ T” and “T�” which are more often
to appear in spoken dialogs as first person
pronouns and “ s” which is used to show
respect for “you” and the third person pro-
noun “Ù”.

Besides, for mention processing of the original
system, whether a mention is singular or plural
should be given. Different from English POS
tags, in Chinese plural nouns couldn’t be distin-
guished from single nouns in terms of the POS.
Therefore, we add two rules to judge whether a
noun is plural or not.

• A noun that ends with “�” (plural marker
for pronouns and a few animate nouns), and
“�” (and so on) is plural.96



• A noun phrase that involves the coordinat-
ing conjunction words such as “ Ú” (and)
is plural.

4 Experiments

4.1 Modification for the English system

We implement the semantic-similarity sieves
proposed in (Lee et al., 2011) with the WordNet.
These modifications consider the alias sieve and
lexical chain sieve. For the alias sieve, two men-
tions are marked as aliases if they appear in the
same synset in WordNet. For the lexical chain
sieve, two mentions are marked as coreference if
linked by a WordNet lexical chain that traverses
hypernymy or synonymy relations.

4.2 Numerical Results

Lang. Coref Anno. R P F

Ch
Before

gold 87.78 40.63 55.55
auto 80.37 38.95 52.47

After
gold 69.56 62.77 65.99
auto 65.02 59.76 62.28

En
Before

gold 93.65 42.32 58.30
auto 88.84 40.17 55.32

After
gold 77.49 74.59 76.01
auto 72.88 74.53 73.69

Table 2: Performance of the mention detection com-
ponent, before and after coreference resolution, with
both gold and auto linguistic annotations on devel-
opment set.

Lang. R P F
Ch 61.11 62.12 61.61
En 75.23 72.24 73.71

Table 3: Performance of the mention detection com-
ponent, after coreference resolution, with auto lin-
guistic annotations on test set.

Table 2 shows the performance of mention de-
tection both before and after the coreference res-
olution with gold and predicted linguistic anno-
tations on development set. The performance of
mention detection on test set is presented in Ta-
ble 3. The recall is much higher than the preci-
sion so as to make sure less mentions are missed,

Metric R P F1 avg F1

Ch

MUC 50.02 49.64 49.83

51.83
BCUBED 65.81 65.50 65.66
CEAF (M) 49.88 49.88 49.88
CEAF (E) 40.39 43.47 41.88
BLANC 67.12 65.83 66.45

En

MUC 64.08 63.57 63.82

59.24
BCUBED 66.45 70.71 68.51
CEAF (M) 57.24 57.24 57.24
CEAF (E) 45.13 45.67 45.40
BLANC 71.12 77.92 73.95

Table 5: Results on the official test set (closed track).

and because spurious mentions will be left as s-
ingletons and removed at last, a low precision
will not affect the final result. The performance
of mention detection for Chinese is worse than
that of English, and this is a direction for future
improvement for Chinese.

Our results on the development set for both
languages are listed in Table 4 and the official
test results are in Table 5. Avg F1 is the arith-
metic mean of MUC, B3, and CEAFE.

We further examine the performance by test-
ing on different data types (broadcast con-
versations, broadcast news, magazine articles,
newswire, conversational speech, and web da-
ta) of the development set, and the results are
shown in Table 6. The system do better on bn,
mz, tc than bc, nw, wb for both Chinese and
English. And it performs the worst on wb due
to a relative lower recall in mention detection.
For Chinese, we also compare the performance
when handling the three different mention types,
proper nominal, pronominal, and other nominal.
Table 7 shows the scores output by the official
scorer when only each kind of mentions are pro-
vided in the keys file and response file each time
and both the quality of the coreference links a-
mong the nominal of each mention type and the
corresponding performance of mention detection
are presented. The performance of coreference
resolution among proper nominal and pronomi-
nal is significant higher than that of other nom-
inal which highly coincides with the results in
Table 6.97



MUC BCUBED CEAF (E)
avg F1

Lang. Setting R P F1 R P F1 R P F1

Ch

AUTO 52.38 47.44 49.79 68.25 62.36 65.17 37.43 41.89 39.54 51.50
GOLD 58.16 53.55 55.76 70.66 68.65 69.64 41.44 45.60 43.42 56.27
GMB 63.60 87.63 73.70 62.71 88.32 73.34 74.08 42.83 54.28 67.11

En

AUTO 64.24 64.95 64.59 68.22 73.16 70.60 47.03 46.29 46.66 60.61
GOLD 67.45 66.94 67.20 69.76 73.62 71.64 47.86 48.42 48.14 62.33
GMB 71.78 90.55 80.08 65.45 88.95 75.41 77.42 46.47 58.08 71.19

Table 4: Results on the official development set (closed track). GMB stands for Gold Mention Boundaries

Lang. Anno. bc bn mz nw pt tc wb

Ch
AUTO 50.31 53.87 52.80 47.82 - 55.10 47.54
GOLD 53.19 63.63 58.23 50.65 - 58.96 50.15

En
AUTO 59.26 62.40 63.17 57.57 65.24 60.91 56.88
GOLD 60.34 64.51 64.36 59.71 67.07 62.44 58.47

Table 6: Results (Avg F1) on different data types of the development set (closed track).

Proper nominal Pronominal Other nominal
Data Type MD (Recall) avg F1 MD (Recall) avg F1 MD (Recall) avg F1

bc 94.5 (550/582) 68.06 94.5 (1372/1452) 66.40 80.5 (1252/1555) 47.74
bn 96.7 (1213/1254) 67.46 97.8 (264/270) 77.39 83.7 (1494/1786) 53.51
mz 92.0 (526/572) 67.05 94.8 (91/96) 56.89 76.1 (834/1096) 53.68
nw 91.4 (402/440) 67.44 90.6 (29/32) 83.54 51.0 (1305/2559) 44.86
tc 100 (23/23) 95.68 84.5 (572/677) 61.96 71.2 (272/382) 53.88
wb 93.2 (218/234) 72.23 95.9 (397/414) 72.55 77.1 (585/759) 43.37
all 94.4 (2932/3105) 68.30 92.7 (2725/2941) 68.10 70.6 (5742/8137) 49.56

Table 7: Results ( Recall of mention detection and Avg F1) on different data types and different mention
types of the development set with linguistic annotations (closed track).
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5 Conclusion

We presented the rule-base approach for the BC-
MI’s participation in the shared task of CoNLL-
2012. We extend the work by (Lee et al., 2011)
and modified several tiers to adapt to Chinese.
Numerical results show the effectiveness in the
evaluation for Chinese and English. For the
Chinese scenario, we firstly show it is possible
to consider special POS-tags and common pro-
nouns as indicators for improving the perfor-
mance. This work could be extended by involv-
ing more feasible filtering tiers or utilizing some
automatic rule generating methods.
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Abstract

This paper presents HITS’ coreference reso-
lution system that participated in the CoNLL-
2012 shared task on multilingual unrestricted
coreference resolution. Our system employs a
simple multigraph representation of the rela-
tion between mentions in a document, where
the nodes correspond to mentions and the
edges correspond to relations between the
mentions. Entities are obtained via greedy
clustering. We participated in the closed tasks
for English and Chinese. Our system ranked
second in the English closed task.

1 Introduction

Coreference resolution is the task of determining
which mentions in a text refer to the same entity.
This paper describes HITS’ system for the CoNLL-
2012 Shared Task on multilingual unrestricted coref-
erence resolution, where the goal is to build a system
for coreference resolution in an end-to-end multilin-
gual setting (Pradhan et al., 2012). We participated
in the closed tasks for English and Chinese and fo-
cused on English. Our system ranked second in the
English closed task.

Being conceptually similar to and building upon
Cai et al. (2011b), our system is based on a directed
multigraph representation of a document. A multi-
graph is a graph where two nodes can be connected
by more than one edge. In our model, nodes rep-
resent mentions and edges are built from relations
between the mentions. The entities to be inferred
correspond to clusters in the multigraph.

Our model allows for directly representing any
kind of relations between pairs of mentions in a
graph structure. Inference over this graph can har-
ness structural properties and the rich set of encoded
relations. In order to serve as a basis for further
work, the components of our system were designed
to work as simple as possible. Therefore our system
relies mostly on local information between pairs of
mentions.

2 Architecture

Our system is implemented on top of the BART
toolkit (Versley et al., 2008). To compute the coref-
erence clusters in a document, we first extract a set
of mentions M = {m1, . . . ,mn} ordered according
to their position in the text (Section 2.1). We then
build a directed multigraph where the set of nodes
is M and edges are induced by relations between
mentions (Section 2.4). The relations we use in our
system are coreference indicators like string match-
ing or alias (Section 3). For every relation R, we
compute a weight wR using the training data (Sec-
tion 2.3). We then assign the weight wR to any edge
that is induced by the relation R. Depending on dis-
tance and connectivity properties of the graph the
weights may change (Section 2.4.1). Given the con-
structed graph with edge weights, we go through the
mentions according to their position in the text and
perform greedy clustering (Section 2.6). For Chi-
nese, we employ spectral clustering (Section 2.5) as
adopted in Cai et al. (2011b) before the greedy clus-
tering step to reduce the number of candidate an-
tecedents for a mention. The components of our sys-
tem are described in the following subsections.
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2.1 Mention Extraction

Noun phrases are extracted from the provided parse
and named entity annotation layers. For embedded
mentions with the same head, we only keep the men-
tion with the largest span.

2.1.1 English

For English we identify eight different mention
types: common noun, proper noun, personal pro-
noun, demonstrative pronoun, possessive pronoun,
coordinated noun phrase, quantifying noun phrase
(some of ..., 17 of ...) and quantified noun phrase
(the armed men in one of the armed men). The head
for a common noun or a quantified noun is com-
puted using the SemanticHeadFinder from the Stan-
ford Parser1. The head for a proper noun starts at
the first token tagged as a noun until a punctuation,
preposition or subclause is encountered. Coordina-
tions have the CC tagged token as head and quanti-
fying noun phrases have the quantifier as head.

In a postprocessing step we filter out adjectival
use of nations and named entities with semantic
class Money, Percent or Cardinal. We discard men-
tions whose head is embedded in another mention’s
head. Pleonastic pronouns are identified and dis-
carded via a modified version of the patterns used
by Lee et al. (2011).

2.1.2 Chinese

For Chinese we detect four mention types: com-
mon noun, proper noun, pronoun and coordination.
The head detection for Chinese is provided by the
SunJurafskyChineseHeadFinder from the Standford
Parser, except for proper nouns whose head is set to
the mention’s rightmost token.

The remaining processing is similar to the men-
tion detection for English.

2.2 Preprocessing

We extract the information in the provided an-
notation layers and transform the predicted con-
stituent parse trees into dependency parse trees.
We work with two different dependency represen-
tations, one obtained via the converter implemented

1http://nlp.stanford.edu/software/
lex-parser.shtml

in Stanford’s NLP suite2, the other using LTH’s
constituent-to-dependency conversion tool3. For
pronouns, we determine number and gender using
tables containing a mapping of pronouns to their
gender and number.

2.2.1 English
For English, number and gender for common

nouns are computed via a comparison of head
lemma to head and using the number and gender
data of Bergsma and Lin (2006). Quantified noun
phrases are always plural. We compute semantic
classes via a WordNet (Fellbaum, 1998) lookup.

2.2.2 Chinese
For Chinese, we simply determine number and

gender by searching for the corresponding desig-
nators, since plural mentions mostly end with 们,
while先生 (sir) and女士 (lady) often suggest gen-
der information. To identify demonstrative and defi-
nite noun phrases, we check whether they start with
a definite/demonstrative indicator (e.g. 这 (this) or
那 (that)). We use lists of named entities extracted
from the training data to determine named entities
and their semantic class in development and testing
data.

2.3 Computing Weights for Relations
We compute weights for relations using simple de-
scriptive statistics on training documents. Since this
is a robust approach to learning weights for the type
of graph model we employ (Cai et al., 2011b; Cai
et al., 2011a), we use only a fraction of the available
training data. We took a random subset consisting of
around 20% for English and 15% for Chinese of the
training data. For every document in this set and ev-
ery relation R, we go through the set M of extracted
mentions and compute for every pair (mi, mj) with
i > j whether R holds for this pair. The weight wR

for R is then the number of coreferent pairs with R
divided by the number of all pairs with R.

2.4 Graph Construction
The set of relations we employ consists of two sub-
sets: negative relations R− which enforce that no

2http://nlp.stanford.edu/software/
stanford-dependencies.shtml

3http://nlp.cs.lth.se/software/treebank_
converter/
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edge is built between two mentions, and positive re-
lations R+ that induce edges. Again, we go through
M in a left-to-right fashion. If for two mentions mi,
mj with i > j a negative relation R− holds, no edge
between mi and mj can be built. Otherwise we add
an edge from mi to mj for every positive relation
R+ such that R+(mi, mj) is true. The structure ob-
tained by this construction is a directed multigraph.

We handle copula relations similar to Lee et al.
(2011): if mi is this and the pair (mi, mj) is in a
copula relation (like This is the World), we remove
mj and replace mj in all edges involving it by mi.
For Chinese, we handle “role appositives” as intro-
duced by Haghighi and Klein (2009) analogously.

2.4.1 Assigning Weights to Edges
Initially, any edge (mi, mj) induced by the rela-

tion R has the weight wR computed as described
in Section 2.3. If R is a transitive relation, we di-
vide the weight by the number of mentions con-
nected by this relation. This corresponds to the way
edge weights are assigned during the spectral em-
bedding in Cai et al. (2011b). If R is a relation sen-
sitive to distance like compatibility between a com-
mon/proper noun and a pronoun, the weight is al-
tered according to the distance between mi and mj .

2.4.2 An Example
We demonstrate the graph construction by a sim-

ple example. Consider a document consisting of the
following three sentences.

Barack Obama and Nicolas Sarkozy met
in Toronto yesterday. They discussed the
financial crisis. Sarkozy left today.

Let us assume that our system identifies Barack
Obama (m1), Nicolas Sarkozy (m2), Barack Obama
and Nicolas Sarkozy (m3), They (m4) and Sarkozy
(m5) as mentions. We consider these mentions and
the relations N Number, P Nprn Prn, P Alias and
P Subject described in Section 3. The graph con-
structed according to the algorithm described in this
section is displayed in Figure 1.

Observe the effect of the negative relation
N Number: while P Nprn Prn holds for the pair
Barack Obama (m1) and They (m4), the mentions
do not agree in number. Hence N Number holds for
this pair and no edge from m4 to m1 can be built.

m2 m5

m3 m4

P Alias

P Nprn Prn

P Subject

Figure 1: An example graph. Nodes represent mentions,
edges are induced by relations between the mentions.

2.5 Spectral Clustering
For Chinese we apply spectral clustering before the
final greedy clustering phase. In order to be able to
apply spectral clustering, we make the graph undi-
rected and merge parallel edges into one edge, sum-
ming up all weights. Due to the way edge weights
are computed, the resulting undirected simple graph
corresponds to the graph Cai et al. (2011b) use as
input to the spectral clustering algorithm. Spectral
clustering is now performed as in Cai et al. (2011b).

2.6 Greedy Clustering
To describe our clustering algorithm, we use some
additional terminology: if there exists an edge from
m to n we say that m is a parent of n and that n is a
child of m.

In the last step, we go through the mentions from
left to right. Let mi be the mention in focus. For
English, we consider all children of mi as possible
antecedents. For Chinese we restrict the possible an-
tecedents to all children that are in the same cluster
obtained by spectral clustering.

If mi is a pronoun, we determine mj such that
the sum over all weights of edges from mi to mj is
maximized. We then assign mi and mj to the same
entity. In English, if mi is a parent of a noun phrase
m that embeds mj , we instead assign mi and m to
the same entity.

For Chinese, all other noun phrases are assigned
to the same entity as all their children in the cluster
obtained by spectral clustering. For English, we are
more restrictive: definites and demonstratives are as-
signed to the same cluster as their closest (according
to the position of the mentions in the text) child.

Negative relations may also be applied as con-
straints in this phase. Before assigning mi to the
same entity as a set of mentions C, we check for
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every m ∈ C and every negative relation R−
that we want to incorporate as a constraint whether
R−(mi, m) holds. If yes, we do not assign mi to the
same entity as the mentions in C.

2.7 Complexity
Our algorithms for weight computation, graph con-
struction and greedy clustering look at all pairs of
mentions in a document and perform simple calcu-
lations, which leads to a time complexity of O

(
n2

)
per document, where n is the number of mentions
in a document. When performing spectral cluster-
ing, this increases to O

(
n3

)
. Since we deal with

at most a few hundred mentions per document, the
cubic running time is not an issue.

3 Relations

In our system relations serve as templates for build-
ing or disallowing edges between mentions. We
distinguish between positive and negative relations:
negative relations disallow edges between mentions,
positive relations build edges between mentions.
Negative relations can also be used as constraints
during clustering, while positive relations may also
be applied as “weak” relations: in this case, we only
add the induced edge when the two mentions under
consideration are already included in the graph after
considering all the non-weak relations.

Most of the relations presented here were already
used in our system for last year’s shared task (Cai et
al., 2011b). The set of relations was enriched mainly
to resolve pronouns in dialogue and to resolve pro-
nouns that do not carry much information by them-
selves like it and they.

3.1 Negative Relations
(1) N Gender, (2) N Number: Two mentions do

not agree in gender or number.

(3) N SemanticClass: Two mentions do not agree
in semantic class (only the Object, Date and Per-
son top categories derived from WordNet (Fell-
baum, 1998) are used).

(4) N ItDist: The anaphor is it or they and the sen-
tence distance to the antecedent is larger than
one.

(5) N BarePlural: Two mentions that are both bare
plurals.

(6) N Speaker12Prn: Two first person pronouns
or two second person pronouns with different
speakers, or one first person pronoun and one
second person pronoun with the same speaker.

(7) N DSprn: Two first person pronouns in direct
speech assigned to different speakers.

(8) N ContraSubjObj: Two mentions are in the
subject and object positions of the same verb,
and the anaphor is a non-possessive pronoun.

(9) N Mod: Two mentions have the same syntac-
tic heads, and the anaphor has a pre- or post-
modifier which does not occur in the antecedent
and does not contradict the antecedent.

(10) N Embedding: Two mentions where one em-
beds the other, which is not a reflexive or posses-
sive pronoun.

(11) N 2PrnNonSpeech: Two second person pro-
nouns without speaker information and not in di-
rect speech.

3.2 Positive Relations

(12) P StrMatch Npron, (13) P StrMatch Pron:
After discarding stop words, if the strings of
mentions completely match and are not pro-
nouns, the relation P StrMatch Npron holds.
When the matched mentions are pronouns,
P StrMatch Pron holds.

(14) P HeadMatch: If the syntactic heads of men-
tions match.

(15) P Nprn Prn: If the antecedent is not a pro-
noun and the anaphor is a pronoun. This relation
is restricted to a sentence distance of 1.

(16) P Alias: If mentions are aliases of each other
(i.e. proper names with partial match, full names
and acronyms, etc.).

(17) P Speaker12Prn: If the speaker of the second
person pronoun is talking to the speaker of the
first person pronoun. The mentions contain only
first or second person pronouns.

(18) P DSPrn: If one mention is subject of a speak
verb, and the other mention is a first person pro-
noun within the corresponding direct speech.

(19) P ReflPrn: If the anaphor is a reflexive pro-
noun, and the antecedent is the subject of the
sentence.
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(20) P PossPrn: If the anaphor is a possessive pro-
noun, and the antecedent is the subject of the
sentence or the subclause.

(21) P GPEIsA: If the antecedent is a Named En-
tity of GPE entity type and the anaphor is a def-
inite expression of the same type.

(22) P PossPrnEmbedding: If the anaphor is a
possessive pronoun and is embedded in the an-
tecedent.

(23) P VerbAgree: If the anaphor is a pronoun and
has the same predicate as the antecedent.

(24) P Subject & (25) P Object: If both mentions
are subjects/objects (applies only if the anaphor
is it or they).

(26) P SemClassPrn: If the anaphor is a pronoun,
the antecedent is not a pronoun, and both have
semantic class Person.

For English, we used all relations except for (21) and
(26). Relations (1), (2) and (10) were incorporated
as constraints during greedy clustering. For Chinese,
we used relations (1) – (6), (12) – (15), (21) and (26).
(26) was incorporated as a weak relation.

4 Results

We submitted to the closed tasks for English and
Chinese. The results on the English development
set and testing set are displayed in Table 1 and Table
2 respectively. To indicate the progress we achieved
within one year, Table 3 shows the performance of
our system on the CoNLL ’11 development data set
compared to last year’s results (Cai et al., 2011b).
The Overall number is the average of MUC, B3

and CEAF (E), MD is the mention detection score.
Overall, we gained over 5% F1 some of which can
be attributed to improved mention detection.

Metric R P F1
MD 73.96 75.69 74.81
MUC 64.93 68.69 66.76
B3 68.42 75.77 71.91
CEAF (M) 61.23 61.23 61.23
CEAF (E) 49.61 45.60 47.52
BLANC 77.81 80.75 79.19
Overall 62.06

Table 1: Results on the English CoNLL ’12 development
set

Metric R P F1
MD 74.23 76.10 75.15
MUC 65.21 68.83 66.97
B3 66.50 74.69 70.36
CEAF (M) 59.61 59.61 59.61
CEAF (E) 48.64 44.72 46.60
BLANC 73.29 78.94 75.73
Overall 61.31

Table 2: Results on the English CoNLL ’12 testing set

Metric R P F1 2011 F1
MD 70.84 73.08 71.94 66.28
MUC 60.80 65.09 62.87 55.19
B3 68.37 75.89 71.94 68.52
CEAF (M) 60.42 60.42 60.42 54.44
CEAF (E) 50.40 46.11 48.16 43.19
BLANC 75.44 79.26 77.19 72.13
Overall 60.99 55.63

Table 3: Results on the English CoNLL ’11 development
set compared to Cai et al. (2011b)

Table 4 and Table 5 display our results on Chinese
development data and testing data respectively.

Metric R P F1
MD 52.45 71.50 60.51
MUC 45.90 67.07 54.50
B3 58.94 84.26 69.36
CEAF (M) 53.60 53.60 53.60
CEAF (E) 50.73 34.24 40.89
BLANC 66.17 83.11 71.45
Overall 54.92

Table 4: Results on the Chinese CoNLL ’12 development
set

Metric R P F1
MD 48.49 74.02 58.60
MUC 42.71 67.80 52.41
B3 55.37 85.24 67.13
CEAF (M) 51.30 51.30 51.30
CEAF (E) 51.81 32.46 39.92
BLANC 63.96 82.81 69.18
Overall 53.15

Table 5: Results on the Chinese CoNLL ’12 testing set

Because none of our team members has knowl-
edge of the Arabic language we did not attempt to
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run our system on the Arabic datasets and therefore
our official score for this language is considered to
be 0. The combined official score of our submission
is (0.0 + 53.15 + 61.31)/3 = 38.15. In the closed
task our system was the second best performing sys-
tem for English and the eighth best performing sys-
tem for Chinese.

5 Error analysis

We did not attempt to resolve event coreference and
did not incorporate world knowledge which is re-
sponsible for many recall errors our system makes.

Since we use a simple greedy strategy for clus-
tering that goes through the mentions left-to-right,
errors in clustering propagate, which gives rise to
cluster-level inconsistencies. We observed a drop in
performance when using more negative relations as
constraints. A more sophisticated clustering strat-
egy that allows a more refined use of constraints is
needed.

5.1 English
Our detection of copula and appositive relations is
quite inaccurate, which is why we limit the incor-
poration of copulas to cases where the antecedent is
this and left appositives out.

We aim for high precision regarding the usage of
the negative relation N Modifier. This leads to some
loss in recall. For example, our system does not as-
sign the just-completed Paralympics and the 12-day
Paralympics to the same entity. Such cases require a
more involved reasoning scheme to decide whether
the modifiers are actually contradicting each other.

Non-referring pronouns constitute another source
of errors. While we improved detection of pleonas-
tic it compared to last year’s system, a lot of them
are not filtered out. Our system also does not distin-
guish well between generic and non-generic uses of
you and we, which hurts precision.

5.2 Chinese
Since each Chinese character carries its own mean-
ing, there are multiple ways to express the same en-
tity by combining different characters into a word.
Both syntactic heads and modifiers can be replaced
by similar words or by abbreviated versions. From
外省人 (outside people) to外省族群 (outside eth-
nic group) the head is replaced, while from 戴安

娜 (Diana) to 美丽 迷人 的 戴妃 (charming Di
Princess) the name is abbreviated.

Modifier replacement is more difficult to cope
with, our system does not recognize that 重新 计
票作业 (starting-over counting-votes job) and验票
作业 (verifying-votes job) are coreferent. It is also
not trivial to separate characters from words (e.g. by
separating 计 and 票) to resolve such cases, since
it will introduce too much noise as a consequence.
In order to tackle this problem, a smart scheme to
propagate similarities from partial words to the en-
tire mentions and a knowledge base upon which re-
liable similarities can be retrieved are necessary.

In contrast to English there is no strict enforce-
ment of using definite noun phrases when referring
to an antecedent in Chinese. Both 这次演说 (the
talk) and演说 (talk) can corefer with the antecedent
克林顿在河内大选的演说 (Clinton’s talk during
Hanoi election). This makes it very difficult to dis-
tinguish generic expressions from referential ones.
In the submitted version of our system, we simply
ignore the nominal anaphors which do not start with
definite articles or demonstratives.

6 Conclusions

In this paper we presented a graph-based model for
coreference resolution. It captures pairwise relations
between mentions via edges induced by relations.
Entities are obtained by graph clustering. Discrim-
inative information can be incorporated as negative
relations or as constraints during clustering.

We described our system’s architecture and the re-
lations it employs, highlighting differences and sim-
ilarities to our system from last year’s shared task.

Designed to work as a basis for further work, our
system works mainly by exploring the relationship
between pairs of mentions. Due to its modular archi-
tecture, our system can be extended by components
taking global information into account, for example
for weight learning or clustering.

We focused on the closed task for English in
which our system achieved competitive perfor-
mance, being ranked second out of 15 participants.
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Abstract 

This paper describes a coreference resolution 
system for CONLL 2012 shared task 
developed by HLT_HITSZ group, which 
incorporates rule-based and statistic-based 
techniques. The system performs coreference 
resolution through the mention pair 
classification and linking. For each detected 
mention pairs in the text, a Decision Tree (DT) 
based binary classifier is applied to determine 
whether they form a coreference. This 
classifier incorporates 51 and 61 selected 
features for English and Chinese, respectively. 
Meanwhile, a rule-based classifier is applied to 
recognize some specific types of coreference, 
especially the ones with long distances. The 
outputs of these two classifiers are merged. 
Next, the recognized coreferences are linked to 
generate the final coreference chain. This 
system is evaluated on English and Chinese 
sides (Closed Track), respectively. It achieves 
0.5861 and 0.6003 F1 score on the 
development data of English and Chinese, 
respectively. As for the test dataset, the 
achieved F1 scores are 0.5749 and 0.6508, 
respectively. This encouraging performance 
shows the effectiveness of our proposed 
coreference resolution system. 

1 Introduction 

Coreference resolution aims to find out the 
different mentions in a document which refer to the 
same entity in reality (Sundheim and Beth, 1995; 

Lang et al. 1997; Chinchor and Nancy, 1998;). It is 
a core component in natural language processing 
and information extraction.  Both rule-based 
approach (Lee et al. 2011) and statistic-based 
approach (Soon et al., 2001; Ng and Cardie, 2002; 
Bengtson and Roth, 2008; Stoyanov et al., 2009; 
Chen et al. 2011) are proposed in coreference 
resolution study. Besides the frequently used 
syntactic and semantic features, the more linguistic 
features are exploited in recent works (Versley, 
2007; Kong et al. 2010). 

CoNLL-2012 proposes a shared task, “Modeling 
multilingual unrestricted coreference in the 
OntoNotes” (Pradhan et al. 2012). This is an 
extension of the CoNLL-2011 shared task. The 
task involves automatic anaphoric mention 
detection and coreference resolution across three 
languages including English, Chinese and Arabic. 
HLT_HITSZ group participated in the Closed 
Track evaluation on English and Chinese side. This 
paper presents the framework and techniques of 
HLT_HITSZ system which incorporates both rule-
based and statistic-based techniques. In this system, 
the mentions are firstly identified based on the 
provided syntactic information. The mention pairs 
in the document are fed to a Decision Tree based 
classifier to determine whether they form a 
coreference or not. The rule-based classifiers are 
then applied to recognize some specific types of 
coreference, in particular, the long distance ones. 
Finally, the recognized coreference are linked to 
obtain the final coreference resolution results. This 
system incorporates lexical, syntactical and 
semantic features. Especially for English, WordNet 
is used to provide semantic information of the 
mentions, such as semantic distance and the 
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category of the mentions and so on. Other than the 
officially provided number and gender data, we 
generated some lexicons from the training dataset 
to obtain the values of some features. This system 
achieves 0.5861 and 0.6003 F1 scores on English 
and Chinese development data, respectively, and 
0.5749 and 0.6508 F1 scores on English and 
Chinese testing data, respectively. The achieved 
encouraging performances show that the proposed 
incorporation of rule-based and statistic-based 
techniques is effective. 

The rest of this report is organized as below. 
Section 2 presents the mention detection. Section 3 
presents the coreference determination and Section 
4 presents the coreference linking. The 
experimental results are given in Section 5 in detail. 
Finally, Section 6 concludes this report. 

2 Mention Detection 

In this stage, the system detects the mentions from 
the text. The pairs of these mentions in one 
document are regarded as the coreference 
candidates. Thus, the high recall is a more 
important target than higher precision for this stage. 
Corresponding to English and Chinese, we adopted 
different detection methods, respectively. 

2.1 Mention Detection - English 

HLT_HITSZ system chooses the marked noun 
phrase (NP), pronouns (PRP) and PRP$ in English 
data as the mentions. The system selects most 
named entities (NE) as the mentions but filter out 
some specific types. Firstly, the NEs which cannot 
be labeled either as NP or NML are filter out 
because there are too cases that the pairs of these 
NEs does not corefer even they are in the same 
form as shown in the training dataset. Second, the 
NEs of ORDINAL, PERCENT and MONEY types 
are filtered because they have very low coreference 
ratio (less than 2%). Furthermore, for the cases that 
NPs overlapping a shorter NP, normally, only the 
longer one are choose. An exception is that if the 
shorter NPs are in parallel structures with the same 
level to construct a longer NP. For example, for a 
NP “A and B”, “A”, “B” and “A and B” as 
regarded ed as three different mentions.   

2.2 Mention Detection – Chinese 

HLT_HITSZ system extracts all NPs and PNs as 
the mention candidates. For the NPs have the 

overlaps, we handle them in three ways: 1. For the 
cases that two NPs share the same tail, the longer 
NP is kept and the rest discarded; 2. For cases that 
the longer NP has a NR as its tail, the NPs which 
share the same tail are discarded; 3. In MZ and 
NW folders, they are many mentions nested 
marked as the nested co-referent mentions. The 
system selects the longest NP as mention in this 
stage while the other mention candidates in the 
longest NP will be recalled in the post processing 
stage. 

3 Coreference Determination 

Any pair of two detected mentions in one 
document becomes one coreference candidate. In 
this stage, the classifiers are developed to 
determine whether this pair be a coreference or not. 
During the generation of mention pairs, it is 
observed that linking any two mentions in one 
document as candidates leads to much noises.  The 
statistical observation on the Chinese training 
dataset show that 90% corefered mention pairs are 
in the distance of 10 sentences. Similar results are 
found in the English training dataset while the 
context window is set to 5 sentences. Therefore, in 
this stage, the context windows for generating 
mention pairs as coreference candidates for 
English and Chinese are limited to 5 and 10 
sentences, respectively. 

3.1 The Statistic-based Coreference 
Determination 

The same framework is adopted in the statistical-
based coreference determination for English and 
Chinese, respectively, which is based on a machine 
learning-based statistical classifier and selected 
language-dependent features. Through transfer the 
examples in the training test into feature-valued 
space, the classifier is trained. This binary 
classifier will be applied to determine whether the 
input mention pair be a coreference or not. Here, 
we evaluated three machine learning based 
classifiers including Decision Tree, Support Vector 
Machines and Maximum Entropy on the training 
data while Decision Tree perform the best. Thus, 
DT classifier is selected. Since the annotations on 
the training data from different directory show 
some inconsistence, multiple classifiers 
corresponding to each directory are trained 
individually.  
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3.1.1 Features - English 

51 features are selected for English coreference 
determination. The features are camped to six 
categories. Some typical features are listed below: 
1. Basic features: 

(1) Syntactic type of the two mentions, 
includes NP, NE, PRP, PRP$. Here, only 
the NPs which do not contain any named 
entities or its head word isn’t a named 
entity are considered as an NP while the 
others are discarded. 

(2) If one mention is a PRP or PRP$, use an 
ID to specify which one it is.  

(3) The sentence distance between two 
mentions. 

(4) Whether one mention is contained by 
another one. 

2. Parsing features: 
(1) Whether two mentions belong to one NP. 
(2) The phrase distance between the two 

mentions.  
(3) The predicted arguments which the two 

mentions belong to. 
3. Named entity related features: 

(1) If both of the two mentions may be 
considered as named entities, whether 
they have the same type. 

(2) If one mention is a common NP or PRP 
and another one can be considered as 
named entity, whether the words of the 
common NP or PRP can be used to refer 
this type of named entity. This knowledge 
is extracted from the training dataset. 

(3) Whether the core words of the two named 
entity type NP match each other.    

4. Features for PRP: 
(1) If both mentions are PRP or PRP$, use an 

ID to show what they are. The PRP$ with 
the same type will be assigned the same 
ID, for example, he, him and his. 

(2) Whether the two mentions has the same 
PRP ID. 

5. Semantic Features: 
(1) Whether the two mentions have the same 

headword. 
(2) Whether the two mentions belong to the 

same type. Here, we use WordNet to get 
three most common sense of each NP and 
compare the type they belong to.  

(3) The semantic distance between two 
mentions. WordNet is used here.  

(4) The natures of the two mentions, including 
number, gender, is human or not, and 
match each other or not. We use WordNet 
and a lexicon extracted from the gender 
and number file here. 

6. Document features: 
(1) How many speakers in this document. 
(2) Whether the mention is the first or the last 

sentence of the document. 
(3) Whether the two mentions are from the 

same speaker. 

3.1.2 Features - Chinese 

There are 61 features adopted in Chinese side. 
Because of the restriction of closed crack, most of 
features use the position and POS information. It is 
mentionable that the ways for calculating the 
features values. For instance, the sentence distance 
is not the real sentence distance in the document. 
For instead, the value is the number of sentences in 
which there are at least one mention between the 
mention pair. This ignores the sentences of only 
modal particles.  

The 61 features are camped into five groups. 
Some example features are listed below. 
1. Basic information: 

(1) The matching degree of two mentions 
(2) The word distance of two mentions 
(3) The sentence distance of two mentions 

2. Parsing information: 
(1) Predicted arguments which the two 

mentions belong to and corresponding 
layers. 

3. POS features 
(1) Whether the mention is NR 
(2) Whether the two mentions are both NR 

and are matched 
4. Semantic features: 

(1) Whether the two mention is related 
(2) Whether the two mentions corefer in the 

history. Since the restriction of closed 
track, we did not use any additional 
semantic resources. Here, we extract the 
co-reference history from the training set 
to obtain some semantic information, such 
as “NN 歹徒” and “NN 绑匪” corefered in 
the training data, and they are regarded as 
coreference in the testing data.  

5. Document Features: 
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(1) Whether the two mentions have the same 
speaker. 

(2) Whether the mention is a human. 
(3) Whether the mention is the first mention in 

the sentence. 
(4) Whether the sentence to which the mention 

belongs to is the first sentence. 
(5) Whether the sentence to which the mention 

belongs to is the second sentence 
(6) Whether the sentence to which the mention 

belongs to is the last sentence 
(7) The number of the speakers in the 

document. 

3.2 The Rule-based Coreference 
Determination 

The rule-based classifier is developed to recognize some 
specific types of coreference and especially, the long 
distance ones.  

3.2.1 Rule-based Classifier - English 

To achieve a high precision, only the mention pairs 
of NE-NE (include NPs those can be considered as 
NE) or NP-NP types with the same string are 
classified here.  

For the NE-NE pair, the classifier identifies their 
NE part from the whole NP, if their strings are the 
same, they are considered as coreference. 

For the NP-NP pair, the pairs satisfy the 
following rules are regarded as coreference. 
(1) The POS of the first word isn’t “JJR” or “JJ”. 
(2) If NP has only one word, its POS isn’t “NNS” 

or “NNPS”. 
(3) The NP have no word like “every”, “every-”, 

“none”, “no”,  “any”,  “some”,  “each”. 
(4) If the two NP has article, they can’t be both 

“a” or “an”. 
Additionally, for the PRP mention pairs, only 

“I”, “me”, “my” with the same speaker can be 
regarded as coreference. 

3.2.2 Rule-based Classifier - Chinese 

A rule-based classifier is developed to determine 
whether the mention pairs between PNs and 
mentions not PN corefer or not. For instance, the 
mention pairs between the PN “他” which is after a 
comma and the mention which is marked as ARG0 
in the same sentence. In the sentence “埃斯特拉达 
表示  ，  他  希望  上帝  能够  赐给  他  智慧”, 
because the mention pair between “埃斯特拉达” 

and the first “他” match the mentioned above rule, 
it  is classified as a positive one. The result on the 
development set shows that the rule-based 
classifier brings good improvement. 

4 Coreference Chain Construction  

4.1 Coreference Chain Construction-English 

The evaluation on development data shows that the 
achieved precision of our system is better than 
recall.  Thus, in this stage, we simply link every 
pair of mentions together if there is any links can 
link them together to generate the initial 
coreference chain. After that, the mentions have 
the distance longer than 5 sentences are observed. 
The NE-NE or NP-NP mention pairs between one 
known coreference and an observing mention with 
long distance are classified to determine they are 
corefered or not by using a set of rules. The new 
detected conference will be linked to the initial 
coreference chain.  

4.2 Coreference Chain Construction-Chinese 

The coreference chain construction for Chinese is 
similar to English. Furthermore, as mentioned 
above, in MZ and NW folders, there are many 
mentions nested marked as the nested co-
referenced mentions. In this stage, HLT_HITSZ 
system generates the nested co-reference mentions 
for improving the analysis for these two folders. 
Additionally, the system uses some rules to 
improve the coreference chain construction. We 
find that the trained classifier performs poor in co-
reference resolution related to Pronoun. So, most  
rules adopted here are related to these Pronouns: 
“自己”, “我”, “你”, “他”, “她”, “两国”, “双方”, 
“其”. We use these rules to bridge the chain of 
pronouns and the chain of other type. 

Although high precision for NT co-reference 
cases are achieved through string matching, the 
recall is not satisfactory. It partially attributes to 
the fact that the flexible use of Chinese. For 
example, to express the year of 1980, we found 
“一九八零年”, “一九八零”, “ 一九八○”, “八零

年 ”, “1980 年 ”. Similar situation happens for 
month (月, 月份) and day (日,号), we conclude 
most situations to several templates to improve the 
rule-based conference resolution. 
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5 Evaluation Results 

5.1 Dataset 

The status of training dataset, development dataset 
and testing dataset in CoNLL 2012 for English and 
Chinese are given in Table 1 and Table 2, 
respectively. 

 Files Sentence Cluster Coreference
Train 1,940 74,852 35,101 155,292 
Development 222 9,603 4,546 19,156 
Test 222 9,479 n/a n/a 
Table 1. Status of CoNLL 2012 dataset - English 

 
 Files Sentence Cluster Coreference
Train 1,391 36,487 28,257 102,854 
Develop 172 6,083 3,875 14,383 
Test 166 4,472 n/a n/a 
Table 2. Status of CoNLL 2012 dataset - Chinese 

5.2 Evaluation on Mention Detection 
Firstly, the mention detection performance is evaluated. 
The performance achieved on the development dataset 
(Gold/Auto) and test data on English and Chinese are 
given in Table 3 and Table 4, respectively. In which, 
Gold means the development dataset with gold 
manually annotation and Auto means the automatically 
generated annotations.  
 Precision Recall F1 
Develop-Gold 0.8499 0.6716 0.7503 
Develop-Auto 0.8456 0.6256 0.7192 
Test 0.8455 0.6264 0.7196 

Table 3. Performance on Mention Detection - English 
 
 Precision Recall F1 
Develop-Gold 0.7402 0.7360 0.7381 
Develop-Auto 0.6987 0.6429 0.6697 
Test 0.7307 0.7502 0.7403 

Table 4. Performance on Mention Detection - Chinese 
 
Generally speaking, our system achieves acceptable 
mention detection performance, but further 
improvements are desired.  

5.3 Evaluation on Coreference Resolution 
The performance on coreference resolution is next 
evaluated. The achieved performances on the 
development data (Gold/Auto) and test dataset on 
English and Chinese are given in Table 5 and Table 6, 
respectively. It is shown that the OF performance drops 
0.0309(Gold) and 0.0112(Auto) from development 
dataset to test dataset on English, respectively. On the 

contrary, the OF performance increases 0.0096(Gold) 
and 0.0505(Auto) from development dataset to test 
dataset on Chinese, respectively. Compared with the 
performance reported in CoNLL2012 shared task, our 
system achieves a good result, ranked 3rd, on Chinese. 
The results show the effectiveness of our proposed 
system. 
 Precision Recall F1 
MUC 0.7632 0.6455 0.6994 
BCUB 0.7272 0.6797 0.7027 
CEAFE 0.3637 0.4840 0.4154 
OF-Develop-Gold   0.6058 
MUC 0.7571 0.5993 0.6691 
BCUB 0.7483 0.6441 0.6923 
CEAFE 0.3350 0.4865 0.3968 
OF-Develop-Auto   0.5861 
MUC 0.7518 0.5911 0.6618 
BCUB 0.7329 0.6228 0.6734 
CEAFE 0.3264 0.4829 0.3895 
OF-Test   0.5749 

Table 5. Performance on Coreference Resolution – 
English  

 Precision Recall F1 
MUC 0.6892 0.6655 0.6771
BCUB 0.7547 0.7410 0.7478
CEAFE 0.4876 0.5105 0.4988
OF-Develop-Gold   0.6412
MUC 0.6535 0.5643 0.6056
BCUB 0.7812 0.6809 0.7276
CEAFE 0.4322 0.5101 0.4679
OF-Develop-Auto   0.6003
MUC 0.6928 0.6595 0.6758
BCUB 0.7765 0.7328 0.7540
CEAFE 0.5072 0.5390 0.6253
OF-Test(Gold parses)   0.6508
MUC 
BCUB 
CEAFE 
OF-Test-Predicted-mentions 
(Auto parses) 

0.5502 
0.6839 
0.5040 

0.6147
0.7638
0.4481

0.5807
0.7216
0.4744
0.5922

MUC 
BCUB 
CEAFE 
OF-Test-Gold-mention-
boundaries(Auto parses) 

0.6354 
0.7136 
0.5390 

0.6873
0.7870
0.4907

0.6603
0.7485
0.5137
0.6408

MUC 
BCUB 
CEAFE 
OF-Test-Gold-mentions 
(Auto parses) 

0.6563 
0.6505 
0.7813 

0.9407
0.9123
0.4377

0.7732
0.7595
0.5611
0.6979

Table 6. Performance on Coreference Resolution – 
Chinese 

111



6 Conclusions 

This paper presents the HLT_HITSZ system for 
CoNLL2012 shared task. Generally speaking, this 
system uses a statistic-based classifier to handle 
short distance coreference resolution and uses a 
rule-based classifier to handle long distance cases. 
The incorporation of rule-based and statistic-based 
techniques is shown effective to improve the 
performance of coreference resolution. In our 
future work, more semantic and knowledge bases 
will be incorporated to improve coreference 
resolution in open track. 
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Abstract

The CoNLL-2012 shared task is an extension
of the last year’s coreference task. We partici-
pated in the closed track of the shared tasks in
both years. In this paper, we present the im-
provements of Illinois-Coref system from last
year. We focus on improving mention detec-
tion and pronoun coreference resolution, and
present a new learning protocol. These new
strategies boost the performance of the system
by 5% MUC F1, 0.8% BCUB F1, and 1.7%
CEAF F1 on the OntoNotes-5.0 development
set.

1 Introduction

Coreference resolution has been a popular topic of
study in recent years. In the task, a system requires
to identify denotative phrases (“mentions”) and to
cluster the mentions into equivalence classes, so that
the mentions in the same class refer to the same en-
tity in the real world.

Coreference resolution is a central task in the
Natural Language Processing research. Both the
CoNLL-2011 (Pradhan et al., 2011) and CoNLL-
2012 (Pradhan et al., 2012) shared tasks focus on
resolving coreference on the OntoNotes corpus. We
also participated in the CoNLL-2011 shared task.
Our system (Chang et al., 2011) ranked first in two
out of four scoring metrics (BCUB and BLANC),
and ranked third in the average score. This year,
we further improve the system in several respects.
In Sec. 2, we describe the Illinois-Coref system
for the CoNLL-2011 shared task, which we take as
the baseline. Then, we discuss the improvements
on mention detection (Sec. 3.1), pronoun resolu-
tion (Sec. 3.2), and learning algorithm (Sec. 3.3).

Section 4 shows experimental results and Section 5
offers a brief discussion.

2 Baseline System

We use the Illinois-Coref system from CoNLL-2011
as the basis for our current system and refer to it as
the baseline. We give a brief outline here, but fo-
cus on the innovations that we developed; a detailed
description of the last year’s system can be found in
(Chang et al., 2011).

The Illinois-Coref system uses a machine learn-
ing approach to coreference, with an inference pro-
cedure that supports straightforward inclusion of do-
main knowledge via constraints.

The system first uses heuristics based on Named
Entity recognition, syntactic parsing, and shallow
parsing to identify candidate mentions. A pair-
wise scorer w generates compatibility scores wuv

for pairs of candidate mentions u and v using ex-
tracted features φ(u, v) and linguistic constraints c.

wuv = w · φ(u, v) + c(u, v) + t, (1)

where t is a threshold parameter (to be tuned). An
inference procedure then determines the optimal set
of links to retain, incorporating constraints that may
override the classifier prediction for a given mention
pair. A post-processing step removes mentions in
singleton clusters.

Last year, we found that a Best-Link decoding
strategy outperformed an All-Link strategy. The
Best-Link approach scans candidate mentions in a
document from left to right. At each mention, if cer-
tain conditions are satisfied, the pairwise scores of
all previous mentions are considered, together with
any constraints that apply. If one or more viable
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links is available, the highest-scoring link is selected
and added to the set of coreference links. After the
scan is complete, the transitive closure of edges is
taken to generate the coreference clusters, each clus-
ter corresponding to a single predicted entity in the
document.

The formulation of this best-link solution is as fol-
lows. For two mentions u and v, u < v indicates
that the mention u precedes v in the document. Let
yuv be a binary variable, such that yuv = 1 only if
u and v are in the same cluster. For a document d,
Best-Link solves the following formulation:

arg maxy

∑
u,v:u<v

wuvyuv

s.t
∑

u<v
yuv ≤ 1 ∀v,

yuw ∈ {0, 1}.

(2)

Eq. (2) generates a set of connected components
and the set of mentions in each connected compo-
nent constitute an entity. Note that we solve the
above Best-Link inference using an efficient algo-
rithm (Bengtson and Roth, 2008) which runs in time
quadratic in the number of mentions.

3 Improvements over the Baseline System

Below, we describe improvements introduced to the
baseline Illinois-Coref system.

3.1 Mention Detection
Mention detection is a crucial component of an end-
to-end coreference system, as mention detection er-
rors will propagate to the final coreference chain.
Illinois-Coref implements a high recall and low
precision rule-based system that includes all noun
phrases, pronouns and named entities as candidate
mentions. The error analysis shows that there are
two main types of errors.

Non-referential Noun Phrases. Non-referential
noun phrases are candidate noun phrases, identified
through a syntactic parser, that are unlikely to re-
fer to any entity in the real world (e.g., “the same
time”). Note that because singleton mentions are not
annotated in the OntoNotes corpus, such phrases are
not considered as mentions. Non-referential noun
phrases are a problem, since during the coreference
stage they may be incorrectly linked to a valid men-
tion, thereby decreasing the precision of the system.

To deal with this problem, we use the training data
to count the number of times that a candidate noun
phrase happens to be a gold mention. Then, we re-
move candidate mentions that frequently appear in
the training data but never appear as gold mentions.
Relaxing this approach, we also take the predicted
head word and the words before and after the men-
tion into account. This helps remove noun phrases
headed by a preposition (e.g., the noun “fact” in the
phrase “in fact”). This strategy will slightly degrade
the recall of mention detection, so we tune a thresh-
old learned on the training data for the mention re-
moval.

Incorrect Mention Boundary. A lot of errors in
mention detection happen when predicting mention
boundaries. There are two main reasons for bound-
ary errors: parser mistakes and annotation incon-
sistencies. A mistake made by the parser may be
due to a wrong attachment or adding extra words
to a mention. For example, if the parser attaches
the relative clause inside of the noun phrase ”Pres-
ident Bush, who traveled to China yesterday” to a
different noun, the algorithm will predict ”President
Bush” as a mention instead of ”President Bush, who
traveled to China yesterday”; thus it will make an er-
ror, since the gold mention also includes the relative
clause. In this case, we prefer to keep the candi-
date with a larger span. On the other hand, we may
predict ”President Bush at Dayton” instead of ”Pres-
ident Bush”, if the parser incorrectly attaches the
prepositional phrase. Another example is when ex-
tra words are added, as in ”Today President Bush”.

A correct detection of mention boundaries is cru-
cial to the end-to-end coreference system. The re-
sults in (Chang et al., 2011, Section 3) show that the
baseline system can be improved from 55.96 avg F1
to 56.62 in avg F1 by using gold mention boundaries
generated from a gold annotation of the parsing tree
and the name entity tagging. However, fixing men-
tion boundaries in an end-to-end system is difficult
and requires additional knowledge. In the current
implementation, we focus on a subset of mentions
to further improve the mention detection stage of the
baseline system. Specifically, we fix mentions start-
ing with a stop word and mentions ending with a
punctuation mark. We also use training data to learn
patterns of inappropriate mention boundaries. The
mention candidates that match the patterns are re-
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moved. This strategy is similar to the method used
to remove non-referential noun phrases.

As for annotation inconsistency, we find that in a
few documents, a punctuation mark or an apostrophe
used to mark the possessive form are inconsistently
added to the end of a mention. The problem results
in an incorrect matching between the gold and pre-
dicted mentions and downgrades the performance of
the learned model. Moreover, the incorrect mention
boundary problem also affects the training phase be-
cause our system is trained on a union set of the pre-
dicted and gold mentions. To fix this problem, in
the training phase, we perform a relaxed matching
between predicted mentions and gold mentions and
ignore the punctuation marks and mentions that start
with one of the following: adverb, verb, determiner,
and cardinal number. For example, we successfully
match the predicted mention “now the army” to the
gold mention “the army” and match the predicted
mention “Sony ’s” to the gold mention “Sony.” Note
that we cannot fix the inconsistency problem in the
test data.

3.2 Pronoun Resolution

The baseline system uses an identical model for
coreference resolution on both pronouns and non-
pronominal mentions. However, in the litera-
ture (Bengtson and Roth, 2008; Rahman and Ng,
2011; Denis and Baldridge, 2007) the features
for coreference resolution on pronouns and non-
pronouns are usually different. For example, lexi-
cal features play an important role in non-pronoun
coreference resolution, but are less important for
pronoun anaphora resolution. On the other hand,
gender features are not as important in non-pronoun
coreference resolution.

We consider training two separate classifiers with
different sets of features for pronoun and non-
pronoun coreference resolution. Then, in the decod-
ing stage, pronoun and non-pronominal mentions
use different classifiers to find the best antecedent
mention to link to. We use the same features for
non-pronoun coreference resolution, as the baseline
system. For the pronoun anaphora classifier, we use
a set of features described in (Denis and Baldridge,
2007), with some additional features. The aug-
mented feature set includes features to identify if a
pronoun or an antecedent is a speaker in the sen-

Algorithm 1 Online Latent Structured Learning for
Coreference Resolution
Loop until convergence:

For each document Dt and each v ∈ Dt

1. Let u∗ = max
u∈y(v)

wT φ(u, v), and

2. u′ = max
u∈{u<v}∪{∅}

wT φ(u, v) + ∆(u, v, y(v))

3. Let w← w + ηwT (φ(u′, v)− φ(u∗, v)).

tence. It also includes features to reflect the docu-
ment type. In Section 4, we will demonstrate the im-
provement of using separate classifiers for pronoun
and non-pronoun coreference resolution.

3.3 Learning Protocol for Best-Link Inference

The baseline system applies the strategy in (Bengt-
son and Roth, 2008, Section 2.2) to learn the pair-
wise scoring function w using the Averaged Percep-
tron algorithm. The algorithm is trained on mention
pairs generated on a per-mention basis. The exam-
ples are generated for a mention v as
• Positive examples: (u, v) is used as a positive

example where u < v is the closest mention to
v in v’s cluster
• Negative examples: for all w with u < w < v,

(w, v) forms a negative example.
Although this approach is simple, it suffers from

a severe label imbalance problem. Moreover, it does
not relate well to the best-link inference, as the deci-
sion of picking the closest preceding mention seems
rather ad-hoc. For example, consider three men-
tions belonging to the same cluster: {m1: “Presi-
dent Bush”, m2: “he”, m3:“George Bush”}. The
baseline system always chooses the pair (m2,m3)
as a positive example because m2 is the closet men-
tion of m3. However, it is more proper to learn the
model on the positive pair (m1,m3), as it provides
more information. Since the best links are not given
but are latent in our learning problem, we use an on-
line latent structured learning algorithm (Connor et
al., 2011) to address this problem.

We consider a structured problem that takes men-
tion v and its preceding mentions {u | u < v} as
inputs. The output variables y(v) is the set of an-
tecedent mentions that co-refer with v. We define
a latent structure h(v) to be the bestlink decision
of v. It takes the value ∅ if v is the first mention
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Method
Without Separating Pronouns With Separating Pronouns

MD MUC BCUB CEAF AVG MD MUC BCUB CEAF AVG

Binary Classifier (baseline) 70.53 61.63 69.26 43.03 57.97 73.24 64.57 69.78 44.95 59.76
Latent-Structured Learning 73.02 64.98 70.00 44.48 59.82 73.95 65.75 70.25 45.30 60.43

Table 1: The performance of different learning strategies for best-link decoding algorithm. We show the results
with/without using separate pronoun anaphora resolver. The systems are trained on the TRAIN set and evaluated on
the CoNLL-2012 DEV set. We report the F1 scores (%) on mention detection (MD) and coreference metrics (MUC,
BCUB, CEAF). The column AVG shows the averaged scores of the three coreference metrics.

System MD MUC BCUB CEAF AVG

Baseline 64.58 55.49 69.15 43.72 56.12
New Sys. 70.03 60.65 69.95 45.39 58.66

Table 2: The improvement of Illinois-Coref. We report
the F1 scores (%) on the DEV set from CoNLL-2011
shared task. Note that the CoNLL-2011 data set does not
include corpora of bible and of telephone conversation.

in the equivalence class, otherwise it takes values
from {u | u < v}. We define a loss function
∆(h(v), v, y(v)) as

∆(h(v), v, y(v)) =

{
0 h(v) ∈ y(v),
1 h(v) /∈ y(v).

We further define the feature vector φ(∅, v) to be a
zero vector and η to be the learning rate in Percep-
tron algorithm. Then, the weight vector w in (1) can
be learned from Algorithm 1. At each step, Alg. 1
picks a mention v and finds the Best-Link decision
u∗ that is consistent with the gold cluster. Then, it
solves a loss-augmented inference problem to find
the best link decision u′ with current model (u′ = ∅
if the classifier decides that v does not have coref-
erent antecedent mention). Finally, the model w is
updated by the difference between the feature vec-
tors φ(u′, v) and φ(u∗, v).

Alg. 1 makes learning more coherent with infer-
ence. Furthermore, it naturally solves the data im-
balance problem. Lastly, this algorithm is fast and
converges very quickly.

4 Experiments and Results

In this section, we demonstrate the performance of
Illinois-Coref on the OntoNotes-5.0 data set. A pre-
vious experiment using an earlier version of this data

can be found in (Pradhan et al., 2007). We first show
the improvement of the mention detection system.
Then, we compare different learning protocols for
coreference resolution. Finally, we show the overall
performance improvement of Illinois-Coref system.

First, we analyze the performance of mention de-
tection before the coreference stage. Note that sin-
gleton mentions are included since it is not possible
to identify singleton mentions before running coref-
erence. They are removed in the post-processing
stage. The mention detection performance of the
end-to-end system will be discussed later in this sec-
tion. With the strategy described in Section 3.1, we
improve the F1 score for mention detection from
55.92% to 57.89%. Moreover, we improve the de-
tection performance on short named entity mentions
(name entity with less than 5 words) from 61.36 to
64.00 in F1 scores. Such mentions are more impor-
tant because they are easier to resolve in the corefer-
ence layer.

Regarding the learning algorithm, Table 1 shows
the performance of the two learning protocols
with/without separating pronoun anaphora resolver.
The results show that both strategies of using a pro-
noun classifier and training a latent structured model
with a online algorithm improve the system perfor-
mance. Combining the two strategies, the avg F1
score is improved by 2.45%.

Finally, we compare the final system with the
baseline system. We evaluate both systems on the
CoNLL-11 DEV data set, as the baseline system
is tuned on it. The results show that Illinois-Coref
achieves better scores on all the metrics. The men-
tion detection performance after coreference resolu-
tion is also significantly improved.
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Task MD MUC BCUB CEAF AVG

English (Pred. Mentions) 74.32 66.38 69.34 44.81 60.18
English (Gold Mention Boundaries) 75.72 67.80 69.75 45.12 60.89
English (Gold Mentions) 100.00 85.74 77.46 68.46 77.22
Chinese (Pred Mentions) 47.58 37.93 63.23 35.97 45.71

Table 3: The results of our submitted system on the TEST set. The systems are trained on a collection of TRAIN and
DEV sets.

4.1 Chinese Coreference Resolution

We apply the same system to Chinese coreference
resolution. However, because the pronoun proper-
ties in Chinese are different from those in English,
we do not train separate classifiers for pronoun and
non-pronoun coreference resolution. Our Chinese
coreference resolution on Dev set achieves 37.88%
MUC, 63.37% BCUB, and 35.78% CEAF in F1
score. The performance for Chinese coreference is
not as good as the performance of the coreference
system for English. One reason for that is that we
use the same feature set for both Chinese and En-
glish systems, and the feature set is developed for
the English corpus. Studying the value of strong fea-
tures for Chinese coreference resolution system is a
potential topic for future research.

4.2 Test Results

Table 3 shows the results obtained on TEST, using
the best system configurations found on DEV. We
report results on both English and Chinese coref-
erence resolution on predicted mentions with pre-
dicted boundaries. For English coreference resolu-
tion, we also report the results when using gold men-
tions and when using gold mention boundaries1.

5 Conclusion

We described strategies for improving mention de-
tection and proposed an online latent structure al-
gorithm for coreference resolution. We also pro-
posed using separate classifiers for making Best-
Link decisions on pronoun and non-pronoun men-
tions. These strategies significantly improve the
Illinois-Coref system.

1Note that, in Ontonotes annotation, specifying gold men-
tions requires coreference resolution to exclude singleton men-
tions. Gold mention boundaries are provided by the task orga-
nizers and include singleton mentions.

Acknowledgments This research is supported by the
Defense Advanced Research Projects Agency (DARPA)
Machine Reading Program under Air Force Research
Laboratory (AFRL) prime contract no. FA8750-09-C-
0181 and the Army Research Laboratory (ARL) under
agreement W911NF-09-2-0053. Any opinions, findings,
and conclusion or recommendations expressed in this ma-
terial are those of the author(s) and do not necessarily
reflect the view of the DARPA, AFRL, ARL or the US
government.

References
E. Bengtson and D. Roth. 2008. Understanding the value

of features for coreference resolution. In EMNLP.
K. Chang, R. Samdani, A. Rozovskaya, N. Rizzolo,

M. Sammons, and D. Roth. 2011. Inference proto-
cols for coreference resolution. In CoNLL.

M. Connor, C. Fisher, and D. Roth. 2011. Online latent
structure training for language acquisition. In IJCAI.

P. Denis and J. Baldridge. 2007. A ranking approach to
pronoun resolution. In IJCAI.

S. Pradhan, L. Ramshaw, R. Weischedel, J. MacBride,
and L. Micciulla. 2007. Unrestricted Coreference:
Identifying Entities and Events in OntoNotes. In
ICSC.

S. Pradhan, L. Ramshaw, M. Marcus, M. Palmer,
R. Weischedel, and N. Xue. 2011. CoNLL-2011
shared task: Modeling unrestricted coreference in
OntoNotes. In CoNLL.

S. Pradhan, A. Moschitti, N. Xue, O. Uryupina, and
Y. Zhang. 2012. CoNLL-2012 shared task: Modeling
multilingual unrestricted coreference in OntoNotes. In
CoNLL.

A. Rahman and V. Ng. 2011. Narrowing the modeling
gap: a cluster-ranking approach to coreference resolu-
tion. Journal of AI Research, 40(1):469–521.

117



Proceedings of the Joint Conference on EMNLP and CoNLL: Shared Task, pages 118–121,
Jeju Island, Korea, July 13, 2012. c©2012 Association for Computational Linguistics

Hybrid Rule-based Algorithm for Coreference Resolution ∗

Heming Shou1,2 Hai Zhao1,2†

1Center for Brain-Like Computing and Machine Intelligence,
Department of Computer Science and Engineering, Shanghai Jiao Tong University

2MOE-Microsoft Key Laboratory for Intelligent Computing and Intelligent Systems
Shanghai Jiao Tong University

shouhm@gmail.com, zhaohai@cs.sjtu.edu.cn

Abstract

This paper describes our coreference resolu-
tion system for the CoNLL-2012 shared task.
Our system is based on the Stanford’s dcore-
f deterministic system which applies multiple
sieves with the order from high precision to
low precision to generate coreference chains.
We introduce the newly added constraints and
sieves and discuss the improvement on the o-
riginal system. We evaluate the system using
OntoNotes data set and report our results of
average F-score 58.25 in the closed track.

1 Introduction

In this paper, our coreference resolution system for
CoNLL-2012 shared task (Pradhan et al., 2012) is
summarized. Our system is an extension of Stan-
ford’s multi-pass sieve system, (Raghunathan et al.,
2010) and (Lee et al., 2011), by adding novel con-
straints and sieves. In the original model , sieves are
sorted in decreasing order of precision. Initially each
mention is in its own cluster. Mention clusters are
combined by satisfying the condition of each sieve
in the scan pass. Through empirical studies, we pro-
posed some extensions and algorithms for further-
more enhancing the performance.

∗This work was partially supported by the National Natural
Science Foundation of China (Grant No. 60903119 and Grant
No. 61170114), the National Research Foundation for the Doc-
toral Program of Higher Education of China under Grant No.
20110073120022, the National Basic Research Program of Chi-
na (Grant No. 2009CB320901) and the European Union Sev-
enth Framework Program (Grant No. 247619).

†corresponding author

Many other existing systems applied supervised
or unsupervised (Haghighi and Klein, 2010) learn-
ing models. The classical resolution algorithm was
proposed by (Soon et al., 2001). Semantic knowl-
edge like word associations was involved by (Kob-
dani et al., 2011). Most of the supervised learning
models in CoNLL-2011 shared task (Chang et al.,
2011)(Björkelund and Nugues, 2011) used classi-
fiers (Maximum Entropy or SVM) to train the mod-
els for obtaining the pairwise mention scores. How-
ever, the training process usually takes much longer
time than unsupervised or deterministic systems. In
contrast, (Raghunathan et al., 2010) proposed a rule-
based model which obtained competitive result with
less time.

Two considerable extensions to the Stanford mod-
el in this paper are made to guarantee higher pre-
cision and recall. First, we recorded error pattern-
s from outputs of the original Stanford system and
found that the usual errors are mention boundary
mismatches, pronoun mismatches and so on. To
avoid the irrational coreference errors, we added
some constraints to the mention detection for elim-
inating some unreasonable mention boundary mis-
matches. Second, we added some constraints in the
coreference sieves based on the errors on the training
set and the development set.

We participated in the closed track and received
an official F-score (unweighted mean of MUC,
BCUBED and CEAF(E) metric) of 58.25 for En-
glish. The system with our extensions is briefly in-
troduced in Section 2. We report our evaluation re-
sults and discuss in Section 3.
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2 System Architecture

The original Stanford system consists of three
stages: mention detection, coreference resolution
and post-processing. The mention detection stage
is for extracting mentions with a relative high re-
call. The coreference resolution stage uses multiple
sieves to generate coreference clusters. The post-
processing stage makes the output compatible with
the shared task and OntoNotes specifications (Prad-
han et al., 2007), e.g. removing singletons, apposi-
tive, predicate nominatives and relative pronouns.

2.1 Mention Detection

Our system mainly focuses on making extension-
s for mention detection and coreference resolution.
From error analysis, we found that mention bound-
aries caused many precision and recall errors. For
example, for the gold mention Robert H. Chandross,
an economist for Lloyd’s Bank in New York, the o-
riginal system only extracts Robert H. Chandross as
the mention and links it with he in the following sen-
tence. This mismatch leads to both precision and re-
call errors since the mention with longer boundary
is not detected but the shorter one is used. Another
example which omits today in the phrase for the pre-
dicted mention is mentioned in (Lee et al., 2011) and
this boundary mismatch also accounts for precision
and recall errors. Some other examples may be like
this: Auto prices had a big effect in the PPI, and at
the CPI level they won’t, the gold mentions are Au-
to prices, the PPI, the CPI level and they while the
original system only finds out auto prices. Consid-
ering these boundary mismatches, it is not hard for
us to categorize the error types.

By observation, most boundary problems happen
in the following cases:

• The predicted mention is embedded in the gold
mention.

• The gold mention is embedded in the predicted
mention.

• Some gold mentions are totally omitted.

It is very rare for the case that predicted mention
overlaps with the gold mention but no one includes
the other.

For the first and second cases, some analysis and
constraint about prefix and postfix of phrases are ap-
plied to get predicted mentions as precise as gold
mentions. For the example mentioned above, the
clause ,an economist ... which modifies the person
Robert H. Chandross is annexed to the person name
mention. We also append time and other modifiers
to the original mention. As for the third case, we al-
low more pronouns and proper nouns to be added to
the list of mentions.

2.2 Sieve Coreference

Like the constraints on the extension to the mention
detection stage, our system also generates error re-
ports for the sieve passes. While our system is rule-
based and it also works without training data sets,
some statistical information is also helpful to detect
and avoid errors.

The first extension we used is a direct way to uti-
lize the training data and the development data. We
simply record the erroneous mention pairs in the
train and development sets with distance and sieve
information. One of the most common errors is that
when mentions with particular types appear twice
in the same sentence, the original system often puts
them into the same cluster. For example, there are
often two or more you or person names in the dia-
logue, however, the different occurrences are treat-
ed as coreference which produces precision errors.
To address this problem, we convert proper noun-
s to type designator, e.g. Paul as Man Name. Then
we use the formatted error pairs as constraints on the
sieve passes since some pairs mostly cause precision
errors. If the checking pair matches up some records
in the errors with the same sieve information and the
error frequency is over a threshold, we must discard
this pair in this sieve pass.

Another difference between our system and the S-
tanford system is the semantic similarity sieve. For
each sieve pass, the current clusters are built by
stronger sieves ( sieves in the earlier passes ). The S-
tanford system selects the most representative men-
tion from a mention cluster to query for semantic
information. The preference order is:

1. mentions headed by proper nouns

2. mentions headed by common nouns
119



3. nominal mentions

4. pronominal mentions

In our system, we not only select the most rep-
resentative one but compare all the types above, i.e,
select the longest string in each type of this clus-
ter. When applying semantic sieves, we also com-
pare representative mention for each type and make
synthesized decisions by the number of types which
have similar semantic meanings.

We also made some modifications on the sieves
and their ordering in the original system. For Prop-
er Head Word Match mentioned in (Lee et al., 2011),
the Pronoun distance which indicates sentence dis-
tance limit between a pronoun and its antecedent.
We change the value from 3 to 2.

3 Experiments and Results

Table 1: CoNLL-2012 Shared Task Test Results
Metric Recall Precision F1

MD 75.35 72.08 73.68
MUC 63.46 62.39 62.92

BCUBED 65.31 68.90 67.05
CEAF(M) 55.68 55.68 55.68
CEAF(E) 44.20 45.35 44.77
BLANC 69.43 75.08 71.81

OFFICIAL - - 58.25

Table 2: Comparison between original system and our
system on the development set

metric original our system
MUC F 61.64 62.31
MUC P 58.65 59.58
MUC R 64.95 65.29

BCUBED F 68.61 69.87
BCUBED P 67.23 68.81
BCUBED R 70.04 70.97

Our system enhanced the precision and recall of
the original system of (Lee et al., 2011). The table 1.
shows the official result for the CoNLL-2012 shared
task. The recall of our mention detection approach
is 75.35% while the precision is 72.08%. The fi-
nal official score 58.25 is the unweighed mean of

MUC, BCUBED and CEAF(E). Although the test
set is different from that of the previous year, com-
paring with the original system, our result of MD
and MUC shows that our improvement is meaning-
ful. The table 2. indicates the improvement from
our system over the original system evaluated by the
development set. Since experiments with seman-
tic knowledge like WordNet and Wikipedia cannot
give better performance, we omit the semantic func-
tion for generating test result. Our explanation is
that the predicted mentions are still not precise e-
nough and the fuzziness of the semantic knowledge
might cause conflicts with our sieves. If the seman-
tic knowledge tells that two mentions are similar and
possibly can be combined while they do not satisfy
the sieve constraints, it will be very hard to make a
decision since we cannot find an appropriate thresh-
old to let the semantic suggestion pass through.

4 Conclusion

In this paper we made a series of improvements on
the existing Stanford system which only uses deter-
ministic rules. Since the rules are high dimensional,
i.e., the rules that are adopted in the system may de-
pend on the states of the ongoing clustering process,
it is not feasible to apply it in the statistical learning
methods since take the intermediate results into con-
sideration will be. The experimental results show
that our improvements are effective. For this task,
we added constraints on the mention detection stage
and the coreference resolution stage. We also added
new sieves and conduct a group of empirical studies
on semantic knowledge. Our results give a demon-
stration that the deterministic model for coreference
resolution is not only simple and competitive but al-
so has high extendibility.
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Abstract

This paper describes the UniTN/Essex sub-
mission to the CoNLL-2012 Shared Task on
the Multilingual Coreference Resolution. We
have extended our CoNLL-2011 submission,
based on BART, to cover two additional lan-
guages, Arabic and Chinese. This paper fo-
cuses on adapting BART to new languages,
discussing the problems we have encountered
and the solutions adopted. In particular, we
propose a novel entity-mention detection algo-
rithm that might help identify nominal men-
tions in an unknown language. We also dis-
cuss the impact of basic linguistic information
on the overall performance level of our coref-
erence resolution system.

1 Introduction

A number of high-performance coreference resolu-
tion (CR) systems have been created for English in
the past decades, implementing both rule-based and
statistical approaches. For other languages, how-
ever, the situation is far less optimistic. For Ro-
mance and German languages, several systems have
been developed and evaluated, in particular, at the
SemEval-2010 track 1 on Multilingual Coreference
Resolution (Recasens et al., 2010). For other lan-
guages, individual approaches have been proposed,
covering specific subparts of the task, most com-
monly pronominal anaphors (cf., for example, (Iida
and Poesio, 2011; Arregi et al., 2010) and many oth-
ers).

Two new languages, Arabic and Chinese, have
been proposed for the CoNLL-2012 shared task

(Pradhan et al., 2012). They present a challeng-
ing problem: the systems are required to pro-
vide entity mention detection (EMD) and design a
proper coreference resolver for both languages. At
UniTN/Essex, we have focused on these parts of the
task, relying on a modified version of our last-year
submission for English.

Most state-of-the-art full-scale coreference reso-
lution systems rely on hand-written rules for the
mention detection subtask.1 For English, such rules
may vary from corpus to corpus, reflecting specifics
of particular guidelines (e.g. whether nominal pre-
modifiers can be mentions, as in MUC, or not, as in
most other corpora). However, for each corpus, such
heuristics can be adjusted in a straightforward way.
Creating a robust rule-based EMD module for a new
language, on the contrary, is a challenging issue that
requires substantial linguistic knowledge.

In this paper, we advocate a novel approach, re-
casting parse-based EMD as a statistical problem.
We consider a node-filtering model that does not rely
on any linguistic expertise in a given language. In-
stead, we use tree kernels (Moschitti, 2008; Mos-
chitti, 2006) to induce a classifier for mention NP-
nodes automatically from the data.

Another issue to be solved when designing a
coreference resolution system for a new language
is a possible lack of relevant linguistic information.
Most state-of-the-art CR algorithms rely on rela-
tively advanced linguistic representations of men-
tions. This can be seen as a remarkable shift

1Statistical EMD approaches have been proved useful for
ACE-style coreference resolution, where mentions are basic
units belonging to a restricted set of semantic types.
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from knowledge-lean approaches of the late nineties
(Harabagiu and Maiorano, 1999). In fact, modern
systems try to account for complex coreference links
by incorporating lexicographic and world knowl-
edge, for example, using WordNet (Harabagiu et al.,
2001; Huang et al., 2009) or Wikipedia (Ponzetto
and Strube, 2006). For languages other than English,
however, even the most basic properties of mentions
can be intrinsically difficult to extract. For example,
Baran and Xue (2011) have shown that a complex al-
gorithm is needed to identify the number property
of Chinese nouns.

Both Arabic and Chinese have long linguistic tra-
ditions and therefore most grammar studies rely on
terminology that can be very confusing for an out-
sider. For example, several works on Arabic (Hoyt,
2008) mention that nouns can be made definite with
the suffix “Al-”, but this is not a semantic, but syn-
tactic definiteness. Without any experience in Ara-
bic, one can hardly decide how such “syntactic defi-
niteness” might affect coreference.

In the present study, we have used the informa-
tion provided by the CoNLL organizers to try and
extract at least some linguistic properties of men-
tions for Arabic and Chinese. We have run several
experiments, evaluating the impact of such very ba-
sic knowledge on the performance level of a coref-
erence resolution system.

The rest of the paper is organized as follows. In
the next section we briefly describe the general ar-
chitecture and the system for English, focusing on
the adjustments made after the last year competition.
Section 3 is devoted to new languages: we first dis-
cuss our EMD module and then describe the proce-
dures for extracting linguistic knowledge. Section 4
discusses the impact of our solutions to the perfor-
mance level of a coreference resolver. The official
evaluation results are presented in Section 5.

2 BART

Our CoNLL submission is based on BART (Versley
et al., 2008). BART is a modular toolkit for corefer-
ence resolution that supports state-of-the-art statisti-
cal approaches to the task and enables efficient fea-
ture engineering. BART has originally been created
and tested for English, but its flexible modular archi-
tecture ensures its portability to other languages and

domains.
The BART toolkit has five main components: pre-

processing pipeline, mention factory, feature extrac-
tion module, decoder and encoder. In addition, an
independent LanguagePlugin module handles all the
language specific information and is accessible from
any component.

The architecture is shown in Figure 1. Each mod-
ule can be accessed independently and thus adjusted
to leverage the system’s performance on a particular
language or domain.

The preprocessing pipeline converts an input doc-
ument into a set of linguistic layers, represented
as separate XML files. The mention factory uses
these layers to extract mentions and assign their
basic properties (number, gender etc). The fea-
ture extraction module describes pairs of mentions
{Mi, Mj}, i < j as a set of features. At the
moment we have around 45 different feature ex-
tractors, encoding surface similarity, morpholog-
ical, syntactic, semantic and discourse informa-
tion. Note that no language-specific information
is encoded in the extractors explicitly: a language-
independent representation, provided by the Lan-
guage Plugin, is used to compute feature val-
ues. For CoNLL-2012, we have created two addi-
tional features: lemmata-match (similar to string
match, but uses lemmata instead of tokens) and
number-agreement-du (similar to commonly
used number agreement features, but supports dual
number).

The encoder generates training examples through
a process of sample selection and learns a pairwise
classifier. Finally, the decoder generates testing ex-
amples through a (possibly distinct) process of sam-
ple selection, runs the classifier and partitions the
mentions into coreference chains.

2.1 Coreference resolution in English
The English track at CoNLL-2012 can be considered
an extension of the last year’s CoNLL task. New
data have been added to the corpus, including two
additional domains, but the annotation guidelines re-
main the same.

We have therefore mainly relied on the CoNLL-
2011 version of our system (Uryupina et al., 2011)
for the current submission, providing only minor ad-
justments. Thus, we have modified our preprocess-
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ing pipeline to operate on the OntoNotes NE-types,
mapping them into MUC types required by BART.
This allows us to participate in the closed track, as
no external material is used any longer.

Since last year, we have continued with our exper-
iments on multi-objective optimization, proposed in
our CoNLL-2011 paper (Uryupina et al., 2011). We
have extended the scope of our work to cover differ-
ent machine learning algorithms and their parame-
ters (Saha et al., 2011). For CoNLL-2012, we have
re-tested all the solutions of our optimization exper-
iments, picking the one with the highest score on the
current development set.

Finally, our recent experiments on domain se-
lection (Uryupina and Poesio, 2012) suggest that,
at least for some subparts of OntoNotes, a sys-
tem might benefit from training a domain-specific
model. We have tested this hypothesis on the
CoNLL-2012 data and have consequently trained
domain-specific classifiers for the nw and bc do-
mains.

3 Coreference resolution in Arabic and
Chinese

We have addressed two main issues when develop-
ing our coreference resolvers for Arabic and Chi-
nese: mention detection and extraction of relevant
linguistic properties of our mentions.

3.1 Mention detection
Mention detection is rarely considered to be a sepa-
rate task. Only very few studies on coreference reso-
lution report on their EMD techniques. Existing cor-
pora of coreference follow different approaches to
mention annotation: this includes defining mention
boundaries (basic vs. maximal NPs), alignment pro-
cedures (strict vs. relaxed with manually annotated
minimal spans vs. relaxed with automatically ex-
tracted heads), the position on singleton and/or non-
referential mentions (annotated vs. not).

The CoNLL-2011/2012 guidelines take a very
strict view on mention boundaries: only the maxi-
mal spans are annotated and no approximate match-
ing is allowed. Moreover, the singleton mentions
(i.e. not participating in coreference relations) are
not marked. This makes the mention detection task
for OntoNotes extremely challenging, especially for
the two new languages: on the one hand, one has
to provide exact boundaries; on the other hand, it is
hard to learn such information explicitly, as not all
the candidate mentions are annotated.

Most CoNLL-2011 systems relied on hand-
written rules for the mention detection subtask. This
was mainly possible due to the existence of well-
studied and thoroughly documented head-detection
rules for English, available as a description for reim-
plementing (Collins, 1999) or as a downloadable
package. Consider the following example:

(1) ..((the rising price)NP2 of (food)NP3)NP1 ..
124



In this fragment, three nominal phrases can be iden-
tified, with the first one (“the rising price of food”)
spanning over the two others (“the rising price”) and
(“food”). According to the OntoNotes annotation
guidelines, the second noun phrase cannot be a men-
tion, because it is embedded in an upper NP and they
share the same head noun. The third noun phrase, on
the contrary, could be a mention—even though it’s
embedded in another NP, their heads are different.
Most CoNLL-2011 participants used as a backbone
a heuristic discarding embedded noun phrases.

For less-known languages, however, this heuris-
tic is only applicable as long as we can compute an
NP’s head reliably. Otherwise it’s hard to distinguish
between candidate mentions similar to NP1 and to
NP2 in the example above.

A set of more refined heuristics is typically ap-
plied to discard or add some specific types of men-
tions. For example, several studies (Bergsma and
Yarowsky, 2011) have addressed the issue of detect-
ing expletive pronouns in English. Again, in the ab-
sence of linguistic expertise, one can hardly engi-
neer such heuristics for a new language manually.

We have investigated the possibility of learn-
ing mention boundaries automatically from the
OntoNotes data. We recast the problem as an NP-
node filtering task: we analyze automatically com-
puted parse trees and consider all the NP-nodes to be
candidate instances to learn a classifier of correct vs.
incorrect mention nodes. Clearly, this approach can-
not account for mentions that do not correspond to
NP-nodes. However, as Table 1 shows, around 85-
89% of all the mentions, both for Arabic and Chi-
nese, are NP-nodes.

train development
NP-nodes % NP-nodes %

Arabic 24068 87.23 2916 87.91
Chinese 88523 85.96 12572 88.52

Table 1: NP-nodes in OntoNotes for Arabic and Chinese:
total numbers and percentage of mentions.

We use tree kernels (Moschitti, 2008; Moschitti,
2006) to induce a classifier that labels an NP node
and a part of the parse tree that surrounds it as
±mention. Two integer parameters control the se-
lection of the relevant part of the parse tree, allowing

for pruning the nodes that are far above or far below
the node of interest.

Our classifier is supposed to decide whether an
NP-node is a mention of a real-world object. Such
mentions, however, are annotated in OntoNotes as
positive instances only when they corefer with some
other mentions. The classifier works as a preproces-
sor for a CR system and therefore has no information
that would allow it to discriminate between single-
ton vs. non-singleton mentions. One can investigate
possibilities for joint EMD and CR to alleviate the
problem. We have adopted a simpler solution: we
tune a parameter (cost factor) that controls the pre-
cision/recall trade-off to bias the classifier strongly
towards recall.

We use a small subset (1-5%) of the training data
to train the EMD classifier. We tune the EMD pa-
rameters to optimize the overall performance: we
run the classifier to extract mentions for the whole
training and development sets, run the coreference
resolver and record the obtained result (CoNLL
score). The whole set of parameters to be tuned
comprise: the size of the training set for EMD, the
precision-recall trade-off, and two pruning thresh-
olds.

3.2 Extracting linguistic properties
All the features implemented in BART use some
kind of linguistic information from the mentions.
For example, the number-agreement feature
first extracts the number properties of individual
mentions. For a language supported by BART, such
properties are computed by the MentionFactory. For
a new language, they should be provided as a part of
the mention representation computed by some ex-
ternal preprocessing facilities. The only obligatory
mention property is its span— the sequence of rel-
evant token ids—all the properties discussed below
are optional.

The following properties have been extracted for
new languages directly from the CoNLL table:

• sentence id

• sequence of lemmata

• speaker (Chinese only)

Coordinations have been determined by analyz-
ing the sequence of PoS tags: any span containing
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a coordinate conjunction is a coordination. They are
always considered plural and unspecified for gender,
their heads correspond to their entire spans.

For non-coordinate NPs, we extract the head
nouns using simple heuristics. In Arabic, the first
noun in a sequence is a head. In Chinese, the last
one is a head. If no head can be found through this
heuristic, we try the same method, but allow for pro-
nouns to be heads, and, as a default, consider the
whole span to be the head.

Depending on the PoS tag of the head noun, we
classify a mention as an NE, a pronoun or a nomi-
nal (default). For named entities, no further mention
properties have been extracted.

We have compiled lists of pronouns for both Ara-
bic and Chinese from the training and development
data. For Arabic, we use gold PoS tags to classify
pronouns into subtypes, person, number and gender.
For Chinese, no such information is available, so we
have consulted several grammar sketches and lists of
pronouns on the web. We do not encode clusivity2

and honorifics.3

For Arabic, we extract the gender and number
properties of nominals in the following way. First,
we have processed the gold PoS tags to create a list
of number and gender affixes. We compute the prop-
erties of our mentions by analyzing the affixes of
their heads. In a number of constructions, however,
the gender is not marked explicitly, so we have com-
piled a gender dictionary for Arabic lemmata on the
training and development data. If the gender can-
not be computed from affixes, we look it up in the
dictionary.

Finally, we have made an attempt at computing
the definiteness of nominal expressions. For Arabic,
we consider as definites all mentions with definite
head nouns (prefixed with “Al”) and all the idafa
constructs with a definite modifier.4 We could not
compute definiteness for Chinese reliably.

2In some dialects of Chinese, a distinction is made between
the first person plural inclusive (“you and me”) and the first
person exclusive (“me and somebody else”) pronouns.

3In Chinese, different pronouns should be used address-
ing different persons, reflecting the relative social status of the
speaker and the listener.

4Idafa-constructs are syntactic structures, conveying, very
roughly speaking, genitive semantics, commonly used in Ara-
bic. Their accurate analysis requires some language-specific
processing.

4 Evaluating the impact of kernel-based
mention detection and basic linguistic
knowledge

To adopt our system to new languages, we have fo-
cused on two main issues: EMD and extraction of
linguistic properties. In this section we discuss the
impact of each factor on the overall performance.
Table 2 summarizes our evaluation experiments. All
the figures reported in this section are CoNLL scores
(averages of MUC, B3 and CEAFe) obtained on the
development data.

To evaluate the impact of our kernel-based EMD
(TKEMD), we compare its performance against two
baselines. The lower bound, “allnp”, considers all
the NP-nodes in a parse tree to be candidate men-
tions. The upper bound, “goldnp” only considers
gold NP-nodes to be candidate mentions. Note that
the upper bound does not include mentions that do
not correspond to NP-nodes at all (around 12% of
all the mentions in the development data, cf. Table 1
above).

We have created three versions of our corefer-
ence resolver, using different amounts of linguistic
knowledge. The baseline system (Table 2, first col-
umn) relies only on mention spans. The system it-
self is a reimplementation of Soon et al. (2001), but,
clearly, only the string-matching feature can be com-
puted without specifying mention properties.

A more advanced version of the system (second
column) uses the same model and the same feature
set, but relies on mention properties, extracted as de-
scribed in Section 3.2 above. The final version (third
column) makes use of all the features implemented
in BART. We run a greedy feature selection algo-
rithm, starting from the string matching and adding
features one by one, until the performance stops in-
creasing.

For Chinese, our EMD approach has proved to be
useful, bringing around 1.5-2% improvement over
the “allnp” baseline for all the versions of the coref-
erence resolver. The module for extracting mention
properties has only brought a moderate improve-
ment. This is not surprising, as we have not been
able to extract many relevant linguistic properties,
especially for nominals. We believe that an improve-
ment can be achieved on the Chinese data by incor-
porating more linguistic information.
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baseline +linguistics +linguistics
+features

Arabic
allnp 45.47 46.15 46.32
TKEMD 46.98 47.44 49.07
goldnp 51.08 63.27 64.55

Chinese
allnp 50.72 51.04 51.40
TKEMD 53.10 53.33 53.53
goldnp 57.78 57.30 57.98

Table 2: Evaluating the impact of EMD and linguistic
knowledge: CoNLL F-score.

For Arabic, the linguistic properties could poten-
tially be very helpful: on gold NPs, our linguistically
rich system outperforms its knowledge-lean coun-
terpart by 13 percentage points. Unfortunately, this
improvement is mirrored only partially on the fully
automatically acquired mentions.

5 Official results

Table 3 shows the official results obtained by our
system at the CoNLL-2012 competition.

Metric Recall Precision F-score
English

MUC 61.00 60.78 60.89
BCUBED 63.59 68.48 65.95
CEAF (M) 52.44 52.44 52.44
CEAF (E) 41.42 41.64 41.53
BLANC 67.40 72.83 69.65

Arabic
MUC 41.33 41.66 41.49
BCUBED 65.77 69.23 67.46
CEAF (M) 50.82 50.82 50.82
CEAF (E) 42.43 42.13 42.28
BLANC 65.58 70.56 67.69

Chinese
MUC 45.62 63.13 52.97
BCUBED 59.17 80.78 68.31
CEAF (M) 52.40 52.40 52.40
CEAF (E) 48.47 34.52 40.32
BLANC 68.72 80.76 73.11

Table 3: BART performance at CoNLL-2012: official re-
sults on the test set.

6 Conclusion

In this paper we have discussed our experiments
on adapting BART to two new languages, Chinese
and Arabic, for the CoNLL-2012 Shared Task on
the Multilingual Coreference Resolution. Our team
has some previous experience with extending BART
to cover languages other than English, in particular,
Italian and German. For those languages, however,
most of our team members had at least an advanced
knowledge, allowing for more straightforward engi-
neering and error analysis. Both Arabic and Chi-
nese present a challenge: they require new mention
detection algorithms, as well as special language-
dependent techniques for extracting mention prop-
erties.

For Arabic, we have proposed several simple ad-
justments to extract basic morphological informa-
tion. As our experiments show, this can potentially
lead to a substantial improvement. The progress,
however, is hindered by the mention detection qual-
ity: even though our TKEMD module outperforms
the lower bound baseline, there is still a lot of
room for improvement, that can be achieved after
a language-aware error analysis.

For Chinese, the subtask of extracting relevant lin-
guistic information has turned out to be very chal-
lenging. We believe that, by elaborating on the
methods for assigning linguistic properties to nomi-
nal mentions and combining them with the TKEMD
module, one can boost the performance level of a
coreference resolver.
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Abstract 

Coreference resolution, which aims at 
correctly linking meaningful expressions in 
text, is a much challenging problem in 
Natural Language Processing community. 
This paper describes the multilingual 
coreference modeling system of Web 
Information Processing Group, Henan 
University of Technology, China, for the 
CoNLL-2012 shared task (closed track). 
The system takes a supervised learning 
strategy, and consists of two cascaded 
components: one for detecting mentions, 
and the other for clustering mentions. To 
make the system applicable for multiple 
languages, generic syntactic and semantic 
features are used to model coreference in 
text. The system obtained combined 
official score 41.88 over three languages 
(Arabic, Chinese, and English) and ranked 
7th among the 15 systems in the closed 
track. 

1 Introduction 

Coreference resolution, which aims at correctly 
linking meaningful expressions in text, has become 
a central research problem in natural language 
processing community with the advent of various 
supporting resources (e.g. corpora and different 
kinds of knowledge bases). OntoNotes (Pradhan et 

al. 2007), compared to MUC (Chinchor, 2001; 
Chinchor and Sundheim, 2003) and ACE 
(Doddington et al. 2000) corpora, is a large-scale, 
multilingual corpus for general anaphoric 
coreference that covers entities and events not 
limited to noun phrases or a limited set of entity 
types. It greatly stimulates the research on this 
challenging problem – Coreference Resolution. 
Moreover, resources like WordNet (Miller, 1995) 
and the advancement of different kinds of syntactic 
and semantic analysis technologies, make it 
possible to do in-depth research on this topic, 
which is demanded in most of natural language 
processing applications, such as information 
extraction, machine translation, question answering, 
summarization, and so on. 

Our group is exploring how to extract 
information from grain/cereal related Chinese text 
for business intelligence. This shared task provides 
a good platform for advancing our research on IE 
related topics. We experiment with a machine 
learning strategy to model multilingual coreference 
for the CoNLL-2012 shared task (Pradhan et al. 
2012). Two steps are taken to detect coreference in 
text: mention detection and mention clustering. We 
consider mentions that correspond to a word or an 
internal node in a syntactic tree and ignore the rest 
mentions, as we think a mention should be a valid 
meaningful unit of a sentence. Maximal entropy 
algorithm is used to model what a mention is and 
how two mentions link to each other. Generic 
features are designed to facilitate these modeling.  
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Our official submission obtained combined 
official score 41.88 over three languages (Arabic, 
Chinese, and English), which ranked the system 7th 
among 15 systems participating the closed track. 
Our system performs poor on the Arabic data, and 
has relatively high precision but low recall. 

The rest of this paper is organized as follows. 
Section 2 gives the overview of our system, while 
Section 3 discusses the first component of our 
system for mention detection. Section 4 explains 
how our system links mentions. We present our 
experiments and analyses in Section 5, and 
conclude in Section 6.  
 

Pre-processing

Mention Detection

Mention Clustering

Post-processing

Pipelined Processing Modules

 
Figure 1. System Architecture. 

2 System Description 

Figure 1 gives the architecture of our CoNLL-2012 
system, which consists of four pipelined 
processing modules: pre-processing, mention 
detection, mention clustering, and post-processing. 

Pre-processing: this module reads in the data 
files in CoNLL format and re-builds the syntactic 
and semantic analysis trees in memory. 

Mention Detection: this module chooses 
potential sub-structures on the syntactic parsing 
trees and determines whether they are real 
mentions. 

Mention Clustering: this module compares 
pairs of mentions and links them together. 

Post-processing: this module removes singleton 
mentions and produces the final results. 

To facilitate the processing, the data files of the 
same languages are combined together to form big 
files for training, development, and test 
respectively. 

Compared to the CoNLL-2011 shared task, the 
task of this year focuses on the multilingual 
capacity of a corefernece resolution system. We 
plan to take a generic solution for different 
languages rather than customized approach to 
some languages with special resources. In other 
words, our official system didn’t take any special 
processing for data of different languages but used 
the same strategy and feature sets for all three 
languages. 

Stanford’s Rule-based method succeeded in 
resolving the coreferences in English text last year 
(Pradhan et al. 2011; Lee et al. 2011). Therefore, 
we planed to incorporate the results of a rule-based 
system (simple or complex as the Stanford’s 
system) if available and derive some relevant 
features for our machine learning engine. However, 
due to limited time and resources, we failed to 
implement in our official system such a solution 
integrating rules within the overall statistical model. 

Intuitively, mentions are meaningful sub-
structures of sentences. We thus assume that a 
mention should be a word or a phrasal sub-
structure of a parsing tree. Mention detection 
modules focus on these mentions and ignore others 
that do not correspond to a valid phrasal sub-
structure. 

A widely used machine learning algorithm in 
solving different NLP problems, Maximal Entropy 
(Berger et al.1996), is used to model mentions and 
detect links between them. Compared with Naive 
Bayes algorithm, Maximum entropy does not 
assume statistical independence of the different 
features. In our system, Le Zhang’s maximum 
entropy package (Zhang, 2006) is integrated. 

In the following two sections, we will detail the 
two critical modules: mention detection and 
mention clustering. 

3 Mention Detection 

This module determines all mentions in text. We 
take the assumption that a mention should be a 
valid sub-structure of a sentence. 

3.1 Methods 
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We first choose potential mentions in text and then 
use statistical machine learning method to make 
final decisions. 

From the train and development datasets, we 
could obtain a list of POS and syntactic structure 
tags that a mention usually has. For example, 
below is given such a list for English data: 
 
 POS_TAG     "NP" /*145765*/  
 POS_TAG     "NML" /*910*/  
 POS_TAG     "S" /*207*/  
 POS_TAG     "VP" /*189*/  
 POS_TAG     "ADVP" /*75*/  
 POS_TAG     "FRAG" /*73*/  
 POS_TAG     "WHNP" /*67*/  
 POS_TAG     "ADJP" /*65*/  
 POS_TAG     "QP" /*62*/  
 POS_TAG     "INTJ" /*40*/  
 POS_TAG     "PP" /*16*/  
 POS_TAG     "SBAR" /*10*/  
 POS_TAG     "WHADVP" /*7*/  
 POS_TAG     "UCP" /*5*/  
 //POS_TAG     "SINV" /*1*/  
 //POS_TAG     "SBARQ" /*1*/  
 //POS_TAG     "RRC" /*1*/  
 //POS_TAG     "SQ" /*1*/  
 //POS_TAG     "LST" /*1*/  

SYN_TAG     "PRP$" /*14734*/  
 SYN_TAG     "NNP" /*3642*/  
 SYN_TAG     "VB" /*733*/  
 SYN_TAG     "VBD" /*669*/  
 SYN_TAG     "VBN" /*384*/  
 SYN_TAG     "VBG" /*371*/  
 SYN_TAG     "NN" /*306*/  
 SYN_TAG     "VBZ" /*254*/  
 SYN_TAG     "VBP" /*235*/  
 SYN_TAG     "PRP" /*137*/  
 SYN_TAG     "CD" /*132*/  
 SYN_TAG     "DT" /*77*/  
 SYN_TAG     "IN" /*64*/  
 SYN_TAG     "NNS" /*57*/  
 SYN_TAG     "JJ" /*52*/  
 SYN_TAG     "RB" /*19*/  
 SYN_TAG     "NNPS" /*17*/  
 SYN_TAG     "UH" /*7*/  
 SYN_TAG     "CC" /*7*/  
 SYN_TAG     "NFP" /*5*/  
 SYN_TAG     "XX" /*4*/  
 SYN_TAG     "MD" /*3*/  
 SYN_TAG     "JJR" /*2*/  
 SYN_TAG     "POS" /*2*/  
 //SYN_TAG     "FW" /*1*/  
 //SYN_TAG     "ADD" /*1*/  

 

We remove tags rarely occurring in the datasets, 
such as FW and ADD for English and consider all 
words and syntactic structures of the rest 
categories as potential mentions. 

To make a decision about whether a potential 
mention is a real one or not, we use a maximal 
entropy classifier with a set of generic features 
concerning the word or sub-structure itself and its 
syntactic and semantic contexts. 

3.2 Features 

The features we used in this step for each potential 
word or sub-structure include: 
 

a. Source and Genre of a document; Speaker of a 
sentence; 

b. Level of the Node in the syntactic parsing tree; 
c. Named entity tag of the word or sub-structure; 
d. Its head predicates and types; 
e. Syntactic tag path to the root; 
f. Whether it’s part of a mention, named entity, 

or an argument; 
g. Features from its parent: syntactic tag, named 

entity tag, how many children it has, whether 
the potential word or sub-structure is the left 
most child of it, the right most child, or middle 
child; binary syntactic tag feature; 

h. Features from its direct left and right siblings: 
their syntactic tags, named entity tags, and 
binary syntactic tag features; 

i. Features from its children: its total  token 
length, words, pos tags, lemma, frameset ID, 
and word sense, tag paths to the left and right 
most child; 

j. Features from its direct neighbor (before and 
after) tokens: words, pos tags, lemma, 
frameset ID, and word sense, and binary 
features of  pos tags; 

4 Mention Clustering 

This component clusters the detected mentions into 
group. 

4.1 Methods 

For each pair of detected mentions, we determine 
whether they could be linked together with a 
maximal entropy classifier. The clustering takes a 
best-of-all strategy and works as the following 
algorithm: 
 

INPUT: a list of mentions; 
OUTPUT: a splitting of the mentions into 

groups; 
ALGORIHTM: 
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1. For each detected mention ANAP from the last to 
the first: 
 1.1 Find its most likely linked antecedant 
ANTE before ANAP 

1.2 if FOUND 
1.2.1 link all anaphors of ANAP to ANTE;  

1.2.2 link ANAP to ANTE 
 
Figure 2. Algorithm for Clustering Detected Mentions 

 
We used the probability value of the maximal 

entropy classifier’s output for weighting the links 
between mentions. 

4.2 Features 

The features we used in this step include: 
 

a. Source and Genre of a document; Speaker of a 
sentence; 

b. Sentence distance between the potential 
antecedent and anaphor; 

c. Syntactic tag of them, whether they are leaf 
node or not in the parsing tree; 

d. Syntactic tag bi-grams of them, and whether 
their syntactic tags are identical; 

e. Named entity tags of them, bi-gram of these 
tags, and whether they are identical; 

f. Syntactic tag path to root of them, bi-gram of 
these paths, and whether they are identical; 

g. Whether they are predicates; 
h. Features of anaphor: Its head predicates and 

types, words, pos tags, the words and pos tags 
of the left/right 3 neighbor tokens, and bi-
grams; 

i. Features of antecedent: Its head predicates and 
types, words, pos tags, the words and pos tags 
of the left/right 3 neighbor tokens, and bi-
grams; 

j. The number of identical words of the 
antecedent and the anaphor; 

k. The number of identical words in the 
neighbors (3 tokens before and after) of the 
antecedent and the anaphor. 

 
The above features include not only those 

suggested by Soon et al. (2001), but also some 
context features, such as words within and out of 
the antecedent and the anaphor, and the 
overlapping number of the context words. Features 
about Gender and number agreements are not 
considered in our official system, as we failed to 
work out a generic solution to include them for all 
data of three different languages. 

5 Experiments 

5.1 Datasets  

The datasets of the CoNLL-2012 shared task 
contain three languages: Arabic (ARB), Chinese 
(CHN), and English (ENG). No predicted names 
and propositions are provided in the Arabic data, 
while no predicted names are given in the Chinese 
data. 

Tables 1 and 2 show statistical information of 
both training and development datasets for each 
language. 
 

Language 
# of 
Doc. 

# of 
Sent. 

# of 
Ment. 

# of 
mentions 

that do not 
correspond 
to a valid 

phrasal sub-
structure 

Dev 44 950 3,317 262(7.9%) 
ARB 

Train 359 7,422 27,590 2,176(7.9%) 

Dev 252 6,083 14,183 677(4.8%) 
CHN 

Train 1,810 36,487 102,854 6,345(6.2%) 

Dev 343 9,603 19,156 661(3.5%) 
ENG 

Train 2,802 75,187 155,560 4,639(3.0%) 

Table 1. Statistical information of the three language 
datasets (train and development) (part 1). 
 

# of 
sentences per 

document 

# of tokens 
per sentence Language 

Avg. Max Avg. Max 

Dev 21.59 41 29.82 160 
ARB 

Train 20.67 78 32.70 384 

Dev 24.14 144 18.09 190 
CHN 

Train 20.16 283 20.72 242 

Dev 28.00 127 16.98 186 
ENG 

Train 26.83 188 17.28 210 

Table 2. Statistical information of the three language 
datasets (train and development) (part 2). 
 

The total size of the uncompressed original data 
is about 384MB. The English dataset is the largest 
one containing 3,145 documents (343+2802), 
84,790 sentences, and 174,716 mentions. The 
Arabic dataset is the smallest one containing 403 
documents, 8,372 sentences, and 30,907 mentions. 
In the Arabic datasets, about 7.9% mentions do not 
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correspond to a valid phrasal sub-structure. This 
number of the Chinese dataset is 6%, while that of 
English 3%. These small percentages verify that 
our assumption that a mention is expected to be a 
valid phrasal sub-structure is reasonable. 

The average numbers of sentences in a 
document in the three language datasets are 
roughly 21, 22, and 27 respectively, while the 
longest document that has 283 sentences is found 
in the Chinese train dataset. The average numbers 
of tokens in a sentence in the three language 
datasets are roughly 31, 19, and 17 respectively, 
while the longest sentence with 384 tokens is 
found in the Arabic train dataset. 

5.2 Experimental Results  

For producing the results on the test datasets, we 
combined both train and development datasets for 
training maximal entropy classifiers. 

The official score adopted by CoNLL-2012 is 
the unweighted average of scores on three 
languages, while for each language, the score is 
derived by averaging the three metrics MUC 
(Vilain et al. 1995), B-CUBED (Bagga and 
Baldwin, 1998), and CEAF(E) (Constrained Entity 
Aligned F-measure)(Luo, 2005) as follows: 

MUC + B-CUBED + CEAF (E) 
OFFICIAL SCORE =  ---------------------------------------- 

                                  3 

Our system achieved the combined official score 
42.32 over three languages (Arabic, Chinese, and 
English). On each of the three languages, the 
system obtained scores 33.53, 46.27, and 45.85 
respectively. It performs poor on the Arabic dataset, 
but equally well on the Chinese and English 
datasets. 

Tables 3, 4, and 5 give the detailed results on 
three languages respectively. 

 

Metric Recall Precision F1 

MUC 10.77 55.60 18.05 

B-CUBED 36.17 93.34 52.14 

CEAF (M) 37.03 37.03 37.03 

CEAF (E) 55.45 20.95 30.41 

BLANC1 52.91 73.93 54.12 

OFFICIAL 

SCORE 
NA NA 33.53 

Table 3. Official results of our system on the Arabic test 
dataset. 

                                                           
1 For this metric, please refer to (Recasens and Hovy, 2011). 

 

Metric Recall Precision F1 

MUC 32.48 71.44 44.65 

B-CUBED 45.51 86.06 59.54 

CEAF (M) 45.70 45.70 45.70 

CEAF (E) 55.11 25.24 34.62 

BLANC 64.99 76.63 68.92 

OFFICIAL 

SCORE 
NA NA 46.27 

Table 4. Official results of our system on the Chinese 
test dataset. 
 

Metric Recall Precision F1 

MUC 39.12 72.57 50.84 

B-CUBED 43.03 80.06 55.98 

CEAF (M) 41.97 41.97 41.97 

CEAF (E) 49.44 22.30 30.74 

BLANC 64.01 66.86 65.24 

OFFICIAL 

SCORE 
NA NA 45.85 

Table 5. Official results of our system on the English 
test dataset. 
 

Comparing the detailed scores, we found that 
our submitted system performs much poor on the 
MUC metric on the Arabic data. It can only 
recover 10.77% valid mentions. As a whole, the 
system works well in precision perspective but 
poor in recall perspective. 
 

Language Recall Precision F1 

Arabic 18.17 80.43 29.65 

Chinese 36.60 87.01 51.53 

English 45.78 86.72 59.93 

Table 6. Mention Detection Scores on the test datasets. 

 
Table 6 shows the official mention detection 

scores on the test datasets, which could be 
regarded as the performance upper bounds (MUC 
metric) of the mention clustering component. 
Taking the mention detection results as a basis, the 
mention clustering component could achieve 
roughly 60.88 (18.05/29.65), 86.65 (44.65/51.53), 
and 84.83 (50.84/59.93) for the Arabic, Chinese, 
and English data respectively. It seems that the 
performance of the whole system is highly 
bottlenecked by that of the mention detection 
component. However, it may not be true as the task 
requires removing singleton mentions that do not 
refer to any other mentions. To examine how 
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singleton mentions affect the final scores, we 
conducted additional experiments on the 
development datasets. Table 7 shows the mention 
detection scores on the dev datasets. When we 
include the singletons, the mention detection 
scores become 59, 63.75, and 71.27 from 31.46, 
53.99, and 59.16 for the three language datasets 
respectively. They are reasonable and close to 
those that we can get at the mention clustering 
component. These analyses tell us that the 
requirement of removing singletons for scoring 
may deserve further study. At the same time, we 
realize that to get better performance we may need 
to re-design the feature sets (e.g. including more 
useful features like gender and number) and try 
some more powerful machine learning algorithms 
such as linear classification or Tree CRF (Bradley 
and Guestrin, 2010). 

 

Recall Precision F1 
Language 

-Sing +Sing -Sing +Sing -Sing +Sing 

Arabic 19.42 47.58 82.88 77.61 31.46 59 

Chinese 39.05 53.78 87.43 78.24 53.99 63.75 

English 44.9 65.2 86.67 78.58 59.16 71.27 

Table 7. Mention Detection Scores on the development 
(Dev) datasets. “-Sing” means without singletons, which 
is required by the task specification, while “+Sing” 
means including singletons. 
 

Table 8. F1 scores of the two supplementary 
submissions with additional gold mention boundaries 
and gold mentions respectively. 

 

Besides the official submission for the task with 
predicted data, we also provide two supplementary 
submissions with gold mention boundaries and 
gold mentions respectively. Table 8 summarizes 
the scores of these two submissions. 

With gold mentions, our official system does 
achieve better performance with gain of 8.77 
(50.65-41.88). On Chinese data, we get the highest 
score 61.61. However, the system performs worse 
when the gold mention boundaries are available. 
The F1 score drops 2.62 from 41.88 to 39.26. We 
guess that more candidate mentions bring more 
difficulties for the maximal entropy classifier to 
make decisions. The best-of-all strategy may not 
be a good choice when a large number of 
candidates are available. More efforts are required 
to explore the real reason behind the results. 

6 Conclusions  

In this paper, we describe our system for the 
CoNLL-2012 shared task – Modeling Multilingual 
Unrestricted Coreference in OntoNotes (closed 
track). Our system was built on machine learning 
strategy with a pipeline architecture, which 
integrated two cascaded components: mention 
detection and mention clustering. The system relies 
on successful syntactic analyses, which means that 
only valid sub-structures of sentences are 
considered as potential mentions. 

Due to limited time and resources, we had not 
conducted thorough enough experiments to derive 
optimal solutions, but the system and the 
involvement in this challenge do provide a good 
foundation for further study. It’s a success for us to 
finish all the submissions on time. In the future, we 
plan to focus on those mentions that do not 
correspond to a syntactic structure and consider 
introducing virtual nodes for them. We may also 
explore different strategies when linking an 
anaphor and its antecedent. In addition, maximal 
entropy may not be good enough for this kind of 
task. Therefore, we also plan to explore other 
powerful algorithms like large linear classification 
and tree CRF (Bradley and Guestrin, 2010; Ram 
and Devi, 2012) in the future. 
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With gold mention 
boundaries (39.26) 

With gold mentions 
(50.65)  

ARB CHN ENG ARB CHN ENG 

MUC 11.30 38.70 38.21 33.31 66.13 60.45 

B-CUBED 54.25 59.27 59.51 53.74 66.84 57.18 

 CEAF (M) 33.68 41.06 39.30 42.25 57.50 47.82 

CEAF (E) 28.84 31.86 31.39 34.81 46.83 36.58 

BLANC 51.46 61.47 61.33 57.96 73.47 67.12 

MD Score 29.78 51.90 51.08 52.58 77.73 72.75 

Official 

Score 
31.46 43.28 43.04 40.62 59.93 51.40 
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